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1. Introduction

Mechanisms of quantum phase coherence heavily influence spectral and transport
properties of weakly disordered normal conductors. Such effects are manifest in
weak and strong localization effects, and characteristic fluctuation phenomena.
Over the past thirty years, theoretical progress in elucidating the mechanisms of
quantum phase coherence in weakly disordered structures has been substantial:
By now a consistent theory of weakly interacting disordered structures has been
developed (For a review, see e.g., Refs. [1–3]).

At the same time, considerable experimental effort has been directed towards
the exploration of the influence of phase coherence effects on the quasi-particle
properties of disordered superconductors. Again, attempts to develop aconsistent
theory have enjoyed great success. By now a reliable theory of the weakly inter-
acting superconducting system has been formulated. Yet, a complete description
of the phenomenology of the disordered superconductor in the presence of strong
interaction effects has yet to be established. The continuing developments and
refinements of experimental techniques continue to present fresh challenges to
theoretical investigations.

On this background, the aim of these lecture notes is to selectively review
the recent development of a quasi-classical field theoretic framework to describe
phase coherence phenomena in disordered superconductors. This approach, which
is motivated by the parallel formulation of the theory of the normal disordered
system, presents average properties of the superconductor as a quantum field
theory with an action of non-linearσ-model type. The limited scope of these
lectures does not permit an extensive review the many applications of this tech-
nique. Instead, to illustrate the impact of quantum phase coherence phenomena
on the quasi-particle properties of the disordered superconducting system, and the
practical application of the field theoretic scheme, the final part of these notes will
be devoted to a study of the magnetic impurity system.
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Before turning to the construction of the field theoretic scheme, we will begin
these notes with a qualitative discussion of phase coherence phenomena inthe
superconducting environment placing emphasis on the importance of fundamental
symmetries. To close the introductory section, we will outline the quasi-classical
theory which forms the basis of the field theoretic scheme. In section 2 we will
develop a quantum field theory of the weakly disordered non-interacting super-
conducting system (i.e. in the mean-field BCS approximation). To illustrate a
simple application of this technique, we will explore the spectral properties of
a normal quantum dot contacted to a superconducting terminal. Finally, in sec-
tion 3, we will present a detailed study of the influence of magnetic impurities
in the disordered superconducting system. This single application will emphasize
a number of generic features of the phase coherent superconductingsystem in-
cluding unusual spectral and localization properties and the importance ofeffects
non-perturbative in the disorder.

To orient our discussion, however, let us first briefly recapitulate the BCS
mean-field theory of superconductivity in order to establish some notations and
definitions.

1.1. THE BCS THEORY

In the mean-field approximation, the second quantized BCS Hamiltonian of a
weakly disordered superconductor is defined by

Ĥbcs =

∫
dr
[ ∑

σ=↑,↓

ψ†
σ(r)

(
1

2m
(p̂ − eA/c)2 +W (r) − ǫF

)
ψσ (1)

+∆(r)ψ†
↑(r)ψ

†
↓(r) + ∆∗(r)ψ↓(r)ψ↑(r)

]

whereψ†
σ(r) creates an electron of spinσ at positionr, ǫF denotes the Fermi

energy,A represents the vector potential of an external electromagnetic field, and
W (r) an impurity scattering potential. The order parameter is determined self-
consistently from the condition∆(r) = −(λ/ν)〈ψ↑(r)ψ↓(r)〉, whereλ is the
(dimensionless) BCS coupling constant andν represents the average density of
states (DoS) per spin of the normal system.1 Defining the Bogoliubov transform

ψ↑(r) =
∑

i

[
γi↑ui(r) − γ†i↓v

∗
i (r)

]
, ψ↓(r) =

∑

i

[
γi↓ui(r) + γ†i↑v

∗
i (r)

]

the Hamiltonian can be brought to a diagonal form by choosing the spinor el-
ementsuα(r) and vα(r) to satisfy the coupled Bogoliubov-de Gennes (BdG)

1 To avoid ambiguity, this is be the density of states perd-dimensional volume, for an effectively
d-dimensional system
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equations

Ĥuα(r) + ∆(r)vα(r) = Eαuα(r)

−Ĥ∗vα(r) + ∆∗(r)uα(r) = Eαvα(r), (2)

with eigenvalueEα. HereĤ = Ĥ0 + W represents the particle Hamiltonian of
the normal system witĥH0 = (p̂ − (e/c)A)2/2m − ǫF . Sinceuα andvα are
eigenfunctions of a linear operator, the spinor wavefunctionφTα = (uα, vα) can
be normalized according to

∫
dr φ†α(r) · φα(r) = 1. Moreover, the functionsuα

andvα form a complete basis such that
∑
α φα(r) ⊗ φ†α(r′) = 11phδd(r − r′).

Using this expression, we can define the advanced and retarded Gor’kov Green
function as

Ĝr,a
Gorkov = (ǫ± i0 − ĤGorkov)

−1

where the quasi-particle Gor’kov Hamiltonian takes the form

ĤGorkov =

(
Ĥ ∆

∆∗ −ĤT

)
. (3)

Of particular interest later will be the quasi-particle density of states (DoS) per
one spin projection obtained from the relation2

ν(ǫ) =
1

π
tr Im Ĝa

Gorkov(ǫ) =
∑

i

δ(ǫ− Eα).

In terms of the Gor’kov Green’s function the self-consistency equation is

∆(r) = −λ
ν
T
∑

ǫn

(
ĜGorkov(ǫn)

)

12
(r, r) , (4)

where the Matsubara Green functionGGorkov(ǫn) can be found from the analytical
propertyĜ(ǫn) = Ĝa(iǫn) for ǫn < 0, andǫn = πT (2n + 1) denotes the set of
fermionic Matsubara frequencies.

To explore the influence of disorder it is important to understand the funda-
mental symmetries of the Hamiltonian. Introducing Pauli matricesσph

i which
operate in the matrix or ph-sector of̂HGorkov, the quasi-particle Hamiltonian
exhibits the ph-symmetry

ĤGorkov = −σph
2 ĤT

Gorkovσ
ph
2 . (5)

2 This is the true spectral DoS of the Gor’kov Hamiltonian (3), thus with∆ = 0 it is twice the
normal metal DoS. Of course, the physical DoS of single-particle excitations is not doubled — these
are created by the operatorγ†

α. The relation to even the simplest measurable quantities — such as
the tunneling I-V characteristic — requires a discussion of the coherencefactorsuα andvα [4]. The
present definition is chosen to emphasize the universality of expressions we will encounter later.
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In the absence of an external vector potentialA, a gauge can be specified in which
the order parameter is real, upon which thetime-reversal symmetrŷHT

Gorkov =

ĤGorkov is manifest.

1.2. ANDERSON THEOREM AND THE EFFECT OF DISORDER

Anderson [5] explained why the thermodynamic properties of a ‘dirty’s-wave
superconductor are largely insensitive to the degree of disorder. Thiscan be un-
derstood easily within the Gor’kov formalism. Since Anderson’s paper, a dirty
superconductor has been understood to be a material in which the elastic scatter-
ing rate1/τ is much larger than the superconducting order parameter|∆|. The
strong inequality1/τ ≫ |∆| is referred to as the ‘dirty limit’. In the dirty limit
impurity scattering washes out any gap anisotropy and one can apply the simple
BCS model of the previous section with even greater confidence than in the clean
case.3 Then it is clear from (3) that withA = 0 and constant order parameter, the
BdG equations can be solved simply in terms of the eigenvaluesǫα and eigenstates
of the single-particle Hamiltonian̂H,

E±
α = ±

√
ǫ2α + |∆|2 . (6)

Thus the DoS of the superconductor is

ν(ǫ) =





0 ǫ < |∆|,
2νn

ǫ√
ǫ2 − |∆|2

ǫ > |∆|, ,

independently of the amount of disorder (see Fig. 1). Here we use the fact that the
normal metallic DoSνn is independent of disorder. More generally the average
Gor’kov Green’s function at coinciding points appearing in Eq. 4 is unchanged,
so the transition temperatureTc is unaltered, and so on.

The Anderson theorem is a robust explanation of a striking experimental fact.
The conclusion is however suspect from a modern perspective — in the limit
of very strong disorder one would expect localization of the single-particle eigen-
states to affect superconductivity. The key assumption in the above is thatthe order
parameter is independent of position. This leads to the self-consistency equation
(atT = 0)

1 = −λ
ν

∫
dǫ

1√
ǫ2 + |∆|2

ν(ǫ, r) ,

whereν(ǫ, r) is the local DoS of the normal system. Anderson’s theorem thus
requires the replacementν(ǫ, r) → νn. This is a valid approximationeven in the

3 Of course, there are high-energy phenomena& |∆| where specific details of the interaction
(phonon spectrum, etc.) are important, but we will not be considering them.
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Figure 1. I-V characteristic and differential conductance measured by scanning tunneling mi-
croscopy on a superconducting layer of Al at60mK. The dashed line is a fit using a BCS density
of states (∆Al = 210µeV) convoluted with a thermal Fermi distribution (atT = 210mK). Taken
from Ref. [6].

presence of localizationprovided that|∆|νLdloc ≫ 1, whereLloc is the local-
ization length andd the dimensionality [7]. In fact, the destruction of supercon-
ductivity can occur in far more metallic samples due to the dramatic effects of
disorder combined with the residual Coulomb interaction. The mean-field treat-
ment of this physics is due to Finkelstein (see e.g. [8]) — but the effects of the
Coulomb interaction in dirty superconductors are only well understood in certain
limits and not at all generally. Even more surprising is that the BCS model in
section 1.1 is compatible with a huge variety of unusual spectral and transport
behaviour enabled by novel mesoscopic phase coherence mechanisms.

1.2.1. Evading the Anderson Theorem
Thermodynamic properties have not historically been the best place to startlook-
ing for mesoscopic effects (it was, for example, a long time before attention was
focussed on the persistent currents in normal metals). Spectral properties are the
domain of mesoscopics, but the conclusion drawn from Anderson’s theorem about
the quasi-particle spectrum may appear to preclude any new effects particular to
superconducting systems.

In fact the assumptions of Anderson’s theorem seem more restrictive today
than at the time. The investigation of hybrid electronic devices containing both
superconducting (S) and normal (N) metallic elements is an extremely active field
of research. Here the order parameter is not constant throughout thesystem and
Anderson’s theorem does not apply. At the very least one needs a formulation of
the Gor’kov theory capable of handling this spatial inhomogeneity. We will come
to this quasi-classicaldescription presently. Beyond this description — which
dates back to the late 60s — SN systems do in fact exhibit a wide range of novel
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Figure 2. Diagrams for the evaluation of the Cooperon.

mesoscopic phenomena. These are mediated by Andreev [9] reflection — the
phase coherent inter-conversion of electrons and holes at the SN interface due
to the spectral gap of the bulk superconductor.

We will be concerned only tangentially with hybrid structures in later chap-
ters, so a qualitative description of these effects here is not appropriate(for a
discussion, see [10]). There are many other ways, however, to avoidAnderson’s
conclusion even in a ‘bulk’ superconductor (including thin films and wires). An
important second strand of experimental evidence discussed in Anderson’s pa-
per relates to the deleterious effect ofmagneticimpurities on superconductivity.
Unconventional superconductors with non s-wave pairing (the high-Tc materials
being the most prominent examples) are likewise affected by normal disorder.
All these counter-examples have very recently been shown to display dramatic
mesoscopic behaviour. We will come to this through a fuller explanation of the
robustness to disorder in the conventionals-wave case.

1.3. PAIR PROPAGATION AND THE COOPERON

Within the Gor’kov formalism outlined in section 1.1, an estimate forTc can be
determined by linearizing the self-consistent equation (4) in∆

∆(r) = −λ
ν
T
∑

ǫn

∫
dr′∆(r′)Ĝiǫn(r, r′)Ĝ−iǫn(r, r′) (7)

= −λ
ν

∫
dr′
∫
dǫ

2π
tanh

(
ǫ

2T

)
Im Ĝr

ǫ(r, r
′)Ĝa

−ǫ(r, r
′) ,

whereĜǫn is the Green’s function corresponding to the single-particle Hamilto-
nianĤ at imaginary frequency and̂Gr,a

ǫ the real frequency advanced and retarded
counterparts. Taking∆ to be constant as before we average over disorder con-
figurations to find〈Ĝr

ǫ(r, r
′)Ĝa

−ǫ(r, r
′)〉. The evaluation may be performed using

simons.tex; 1/04/2002; 17:46; p.6



PHASE COHERENCE PHENOMENA IN SUPERCONDUCTORS 265

r I

rF
A 1

A 2

Figure 3. Dominant contributions to time-reversed pair propagation in the Feynman picture. The
phase of the amplitudeA1 is the opposite ofA2 if time-reversal symmetry is preserved.

the standard ‘cross’ technique [11] based on a Gaussianδ-correlated impurity
distribution,

〈W (r)〉 = 0,
〈
W (r)W (r′

〉
=

1

2πντ
δd(r − r′) , (8)

and is illustrated in Fig. 2. The result is [12]

〈Ĝr
ǫ(r, r

′)Ĝa
−ǫ(r, r

′)〉 =

(
2πν

Dq2 − 2iǫ

)

rr′
. (9)

HereD = v2
F τ/d is the diffusion constant, wherevF = pF /m denotes the Fermi

velocity. The two-particle quantity under consideration evidently relates to the
propagation of a pair of electrons between two points in opposite directions.The
diffusion pole structure of the average signals the presence of a hydrodynamic
mode of pair propagation known as theCooperon. In the language of the Feynman
path integral, this is because the dominant trajectories for the propagation ofthe
pair through a given disorder realization come from the the electrons tracing out
precisely time-reversed paths, so that the phase accumulated in the overallampli-
tude in propagation is completely canceled (see Fig. 3). The phase of of a single
propagating electron is scrambled after a time∼ τ , but two particle averages like
the above depend on the ‘bulk’ propertyD. Their inclusion in diagrammatic calcu-
lations typically leads to anomalously large contributions from long wavelengths
due to their diffusive structure.

Returning to the matter of determiningTc, from the result above, the self-
consistency condition (7) takes the form

1 = −λ
∫
dǫ tanh

(
ǫ

2T

)
1

2ǫ
, (10)

independent of disorder, yieldingTc ∼ ωD exp(1/λ), with ωD the Debye fre-
quency at which the interaction is cut off. The multiple scattering between time-
reversed electrons summarized by (7) is absolutely indifferent to the disorder
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potential through which they propagate. Thus we see the intimate connection
between time-reversal invariance in the original single-particle Hamiltonian and
Anderson’s theorem.

What happens if time-reversal symmetry is broken (by the application of a
magnetic field, for example)? Then the propagating pair progressively loses rela-
tive phase coherence as time passes. The Cooperon ceases to be a hydrodynamic
mode

〈Giǫn(r, r′)G−iǫn(r, r′)〉 =

(
2πν

Dq2 + 2|ǫn| + 1/τϕ

)

rr′

.

Here1/τϕ represents some rate characteristic of the symmetry-breaking pertur-
bation. Substituting this into (7) one obtains the celebrated result obtained by
Abrikosov and Gor’kov [13],

ln

(
Tc 0

Tc

)
= ψ

(
1

4πτϕTc
+

1

2

)
− ψ

(
1

2

)
, (11)

whereTc 0 is the critical temperature at1/τϕ = 0. The complete destruction ofTc

is predicted at1/τϕ = 1.76Tc 0 (see Fig. 4).

c

Tc0

T

T

c φ0

0 0.5 1 1.5 2
0

0.5

1

τ1/

Figure 4. Suppression ofTc predicted by the Abrikosov-Gor’kov theory

One of the main themes in the following chapters will be the mesoscopic
nature of various processes that impinge on the coherent pair propagation respon-
sible for superconductivity. In this context, we should note that, in addition to
the time-reversal symmetry breaking perturbations discussed here, theseinclude
both the static and dynamic parts of the Coulomb interaction. While the static part
acts like the BCS interaction, the dynamic part like a pair-breaking perturbation.
Before we can begin, there is one more subject to introduce.
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1.4. SYMMETRIES OF THE HAMILTONIAN AND RANDOM MATRIX THEORY

In the previous section we encountered an important theme in mesoscopics; the
central role played by the basic symmetries of the Hamiltonian. In fact there is
a limiting sense in which a mesoscopic system is entirely characterized by its
symmetries.4 Let us first focus on the normal system. From the conductivityσ,
we can define the conductanceG = σLd−2 which, making use of the Einstein
relationσ = e2νD can be expressed as

G =
e2

~
νLd

~D

L2
=
e2

~
g, g ≡ ET

δ
(12)

whereδ = 1/νLd denotes the average energy level spacing of the normal system,
andET = ~D/L2 represents the typical inverse diffusion time for an electron to
cross a sample of dimensionLd — the ‘Thouless energy’. This result shows that
the conductance of a metallic sample can be expressed as the product of thequan-
tum unit of conductancee2/~ = (4.1kΩ)−1, and adimensionless conductance
g equal to the number of levels inside an energy intervalEc. In a good metallic
sample, the dimensionless conductance is large,g ≫ 1.

One of the central tenets of mesoscopic physics is that the spectral properties
of Hamiltonian of a disordered electronic system can be modeled as a random
matrix of the appropriate symmetry. This remarkable correspondence holds ifwe
are concerned only with energies withinET of the Fermi surface, or equivalently,
with times longer than the transport timetD = L2/D across the system. Crudely
speaking, this is due to the existence of an ergodic regime at these scales when the
entire phase space has been explored. If we are only concerned with this regime it
is appropriate to take the ‘universal’g → ∞ limit. Within theσ-model formalism
that will be developed later, the emergence of the random matrix description is
very natural.

The random matrix description is formalized by defining a statistical ensemble
P (H) dH from which the Hamiltonian which models our system will be drawn.
The choice encountered most frequently in the literature is the Gaussian ensemble

P (H) dH = exp

[
− 1

v2
trH2

]
dH . (13)

Restricting the discussion to ordinary normal metals, three principal universality
classes of the Random Matrix Theory (RMT) description can be identified [15]
according to whether the matrixH is constrained to be real symmetric (β = 1,
Orthogonal), complex Hermitian (β = 2, Unitary), or real quaternion (β = 4,

4 In this section we discuss only non-interacting systems (including the mean-field treatment of
interactions represented by the Gor’kov Hamiltonian (3)). Recently this has been extended to the
interacting case [14]
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Symplectic). Hamiltonians invariant under time-reversal belong to the orthogo-
nal ensemble, while those which are not belong to the unitary ensemble. Time-
reversal invariant systems with half-integer spin and broken rotational symmetry
belong to the third symplectic ensemble.

Expressed in the basis of eigenstatesH = U †ΛU , whereΛ denotes the matrix
of eigenvalues, the probability distribution (13) can be recast in the form

P ({ǫ}) d[{ǫ}] =
∏

i<j

|ǫi − ǫj |β
∏

k

e−ǫ
2
k/v

2

dǫk

where the invariant measure reveals the characteristic repulsion of the energy
levels.

The Dyson classification is made on the basis of the symmetries of time
reversalT and spin rotationS:

T : H = σsp
2 H

Tσsp
2 , S : [H,σsp] = 0,

whereσsp
i are Pauli matrices acting on spin.

In the present context it is natural to ask what happens when we extendthe
discussion to superconducting systems described by the Gor’kov Hamiltonian.
Altland and Zirnbauer [16] have provided the answer, introducing a furtherseven
symmetry classes, exhausting the Cartan classification of symmetric spaces upon
which they turn out to be based. Their analysis was technical, but we can see the
idea through a simple example. As a prototype of the superconducting system
let us consider the example of a2N × 2N matrix Hamiltonian with a parti-
cle/hole structure. The simplest case corresponds toS preserved andT broken.
The Hamiltonian

H =

(
h ∆
∆† −hT

)
, (14)

where the block diagonal elements are complex Hermitian,h† = h, and the off-
diagonal blocks are symmetric,∆T = ∆, exhibits the ph-symmetry

H = −σph
2 HTσph

2 . (15)

In this case, according to the Cartan classification scheme, the Hamiltonian (14)
belongs to the symmetry class C. Taking the elements to be drawn from a Gaussian
ensembleP (H) dH = exp[−tr H2/2v2] dH, the distribution function takes the
general form

P ({ǫ})d[{ǫ}] =
∏

i<j

|ǫ2i − ǫ2j |β
∏

k

|ǫk|αe−ǫ
2
k/v

2

dǫk

whereβ = 2 andα = 2 [16]. The repulsion that the levels feel fromǫ = 0 follows
from the privileged place that energy possesses in the Gor’kov Hamiltonian. By
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imposing the further symmetry of time-reversal (i.e.h∗ = h and∆∗ = ∆), the
symmetry is raised to class CI withβ = 1 andα = 1. Once again, an extension
to a spinful structure identifies two more symmetry classes [17].

Why is the classification scheme useful? In fact, the low-energy, long-ranged
properties of the disordered superconducting system are heavily constrained by
the fundamental symmetries of the Hamiltonian. We will see that the localization
properties of the low-energy quasi-particle states can typically be immediately
inferred from the symmetry classification alone.5

We saw that the existence of a hydrodynamic Cooperon mode was a fun-
damental consequence of time-reversal symmetry in a ordinary (non-Gor’kov)
Hamiltonian. Therefore the Cooperon should be viewed as a perturbative, finite
g, counterpart of the universal RMT description of the orthogonal class. In the
same way we can expect that new soft modes will appear as signatures of the new
symmetry classes. As their very existence depends on the Gor’kov structure of the
Hamiltonian, it is not surprising that the effects of these new modes are singular at
low energies. Crudely speaking, the order parameter can be viewed as apotential
scattering particle excitations of energyǫ to hole excitations of energy−ǫ. It is
evident that these processes, like the Cooperon, are coherent asǫ → 0. Hence
the existence oflow energy quasi-particle statesis absolutely necessary for the
new channels of interference to be effective. All the aforementioned examples of
superconducting systems that evade Anderson’s theorem have this property for
some parameter ranges and, as such, are candidates for the observation of new
mesoscopic effects. For instance, systems of class C symmetry will presumably
display some precursor of the level repulsion fromǫ = 0 in the averaged density of
states before the universal limit is reached. The possibility of observing dramatic
behaviour insinglequasi-particle properties instead of two-particle properties is
an exciting prospect.

This completes our discussion of the phenomenology of the weakly disor-
dered superconducting system. In the following we will develop and apply afield
theoretic framework which captures both the perturbative and non-perturbative
effects of quantum interference on the quasi-particle properties of the system.
However, to prepare our discussion of the field theoretic scheme we beginwith
a brief review of the quasi-classical theory of superconductivity whichforms the
basis of this approach.

1.5. THE QUASI-CLASSICAL THEORY

Typically, it is found experimentally that the Fermi energyǫF of a supercon-
ductor is always greatly in excess of the order parameter,∆. In conventional
‘low-temperature’ superconductors, the ratioǫF /∆ is often as much as103. From

5 There are rare cases — such as the disorderedd-wave superconductor [18, 19] — where the
particular nature of the disorder is important.
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this fact we can infer that the description of the superconductor in terms ofthe
exact Green function carries with it a certain amount of redundant information.
The quasi-classical method exploits this redundancy to develop a simplified theory
describing the variation of the Green function on length scales comparable with
the coherence length (which, in the clean system, is given byξ = vF /∆ ≫ λF ).
This makes the quasi-classical method ideal for the description of inhomogeneous
situations (like the hybrid devices mentioned before).

In the BCS mean-field approximation, the single quasi-particle properties of
the superconductor are contained within the equation (of motion) for the advanced
Gor’kov Green function (3)

[
ǫ− − ζ̂σph

3 − ∆̂
]
Ĝa

Gorkov(r1 − r2) = δd(r1 − r2)

whereǫ− = ǫ− i0, ζ̂ = p̂2/2m− ǫF , and∆̂ = |∆|σph
1 e−iϕσ

ph
3 .

In the quasi-classical limit,ǫF ≫ |∆|, fast fluctuations of the Gor’kov Green
function (i.e. those at the Fermi wavelengthλF = 1/pF ) are modulated by slow
variations at the scale of the coherence lengthξ = vF /∆ of the clean system.
In this limit, the important long-ranged information contained within the slow
variations of the Gor’kov Green function can be exposed by averagingover the
fast fluctuations. Following the procedure outlined in the seminal work of Eilen-
berger [21], and later by Larkin and Ovchinnikov [22, 23], the resulting equation
of motion for the average Green function assumes the form of a kinetic equation

vFn · ∇ĝ(r,n) − i
[
ĝ(r,n), (ǫ− + ∆̂)σph

3

]
= 0

where, definingr = (r1 + r2)/2, ζ = vF (p− pF ), andn = p/pF ,

ĝ(r,n) =
i

π
σph

3

∫
dζ

Ĝ−
Gorkov(r,p)

︷ ︸︸ ︷∫
d(r1 − r2)Ĝ

−
Gorkov(r1, r2)e

ip·(r1−r2) .

This Boltzmann-like equation of motion, known as the Eilenberger equation, rep-
resents an expansion to leading order in the ratio ofλF to the scale of spatial
variation of the slow modes of the Gor’kov Green function. The Eilenberger
Green’s function satisfies the non-linear constraint:ĝ(r,n)2 = 11, fixed in the
usual formulation by the homogeneous BCS solution discussed below [24] (for
reasons which will become clear later, we will not dwell here upon the originof
this condition).

In the presence of weak impurity scattering (i.e.ℓ ≡ vF τ ≫ λF ), the Eilen-
berger equation must be supplemented by an additional term which, in the lan-
guage of the kinetic theory, takes the form of a collision integral. In the Born
scattering approximation, the corresponding equation of motion for the average
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Green function assumes the form

vFn · ∇ĝ(r,n) − i
[
ĝ(r,n), (ǫ− + ∆̂)σph

3

]

= − 1

2τ

[
ĝ(r,n),

∫
dn′ ĝ(r′,n′)

]
.

Now, in the dirty limit ℓ ≪ ξ, whereξ = (D/∆)1/2 represents the super-
conducting coherence length in the dirty limit, the Eilenberger equation can be
simplified further. In this regime the dominant transport mechanism is diffusion.
Under these conditions, the dependence of the Green function on the momen-
tum direction (n = p/pF ) is weak, justifying a moment expansion:ĝ(r,n) =
ĝ0(r) + n · ĝ1(r) + . . ., whereĝ0(r) ≫ n · ĝ1(r). A systematic expansion of
the Eilenberger equation in terms ofĝ1 then leads to a nonlinear second-order
differential equation — the Usadel equation — for the isotropic component [25],

D∇ (g0(r)∇ĝ0(r)) + i
[
ĝ0(r), (ǫ− + ∆̂)σph

3

]
= 0 . (16)

As in the parent Eilenberger case, the matrix field obeys the non-linear constraint
ĝ0(r)

2 = 11. Finally, when supplemented by the self-consistent equation for the
order parameter,

|∆(r)| = −λπ
2
T
∑

ǫn

tr
[
σph

2 e−iϕσ
ph
3 ĝ0(r)

]

ǫ=iǫn
, (17)

where the trace runs over the particle/hole degrees of freedom, this equation de-
scribes at the mean-field level the quasi-classical properties of the disordered
superconducting system. By averaging over the fast fluctuations at the scale of the
Fermi wavelength, the long-range properties of the average quasi-classical Green
function are expressed as the solution to a non-linear equation of motion.

Let us illustrate the quasi-classical Usadel theory for a weakly disordered
bulk singlet superconducting system. In this case, the solution of the mean-field
equation can be obtained by adopting the homogeneous parameterization

ĝbcs = cosh θ σph
3 − i sinh θ σph

2 e−iϕσ
ph
3 . (18)

When substituted into Eq. (16), one obtains the homogeneous solution

cosh θs =
ǫ−
E
, sinh θs =

|∆|
E

(19)

whereE = (ǫ2−−|∆|2)1/2. Here the root is taken in such a way thatlimǫ→∞E →
ǫ−, i.e. θ = 0. Finally, when the solution (19) is substituted back into the self-
consistent equation (17), one obtains the BCS equation for the order parameter,

|∆| = −λπT
∑

ǫn

|∆|
(ǫ2n + |∆|2)1/2 .
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i.e. at the level of mean-field, the average quasi-classical Green function is insen-
sitive to the random impurity potential — a result compatible with the Anderson
theorem.

This concludes our introductory discussion of the disordered superconduct-
ing system. The quasi-classical theory (and it’s extension to the non-equilibrium
systems) has proved to be remarkably successful in explaining mechanismsof
phase coherent transport observed in hybrid superconducting/normal compounds.
However, as a comprehensive theory, the quasi-classical scheme alone is incom-
plete: In such environments, low-energy quasi-particle properties become heavily
influenced by quantum phase coherence effects not accommodated by the present
theory. In the following section, we will develop a description of the superconduct-
ing system within the framework of a quantum field theory. Here we will find that
the quasi-classical theory above represents the saddle-point of an effective action
whose fluctuations encode the missing mechanisms of quantum phase coherence.

2. Field theory of the disordered superconductor

The development of a statistical field theory of the weakly disordered supercon-
ductor closely mirrors the formulation of the quasi-classical theory outlined in
section 1. However, the benefits of the field theoretic scheme are considerable:

1. Firstly, the field theoretical approach provides a consistent method to explore
the influence of mesoscopic fluctuation phenomena both in the “particle/hole”
and “advanced/retarded” channels. As discussed above, such effects become
pronounced when low-energy quasi-particle states persist. Indeed, such quan-
tum interference effects can be explored even in situations where the mean-
field structure is spatially non-trivial such as that encountered with hybrid
superconducting/normal structures.

2. Secondly, and more importantly, it provides a secure platform for the further
development and analysis of Coulomb interaction effects and non-equilibrium
phenomena through straightforward refinements of the field theoretic scheme.

3. Finally, the field theoretic approach has great aesthetic appeal: it’s content
is largely constrained by the fundamental symmetries of the disordered su-
perconducting system. Within this formulation, the soft low-energy modes
responsible for the long-ranged phase coherence properties described in the
previous section are exposed.

For these reasons, we will provide a detailed exposition of the field theo-
retic method from formulation to application. The starting point will be an exact
functional integral representation of the generating function of the electron Green
function. The latter must be normalizedindependently of the disorder. This can
be achieved via the supersymmetry, replica, or Keldysh methods. Since we will
restrict attention to the non-interacting system, we will focus on the supersymme-
try technique (which extends to the mean-field treatment of superconductivity). In
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the semi-classical approximation, we will use the intuition afforded by the quasi-
classical scheme to identify the low-energy content of the theory of the ensemble
averaged system. As a result, we will show that the low-energy, long-ranged
properties of the disordered superconductor can be presented as a supersymmetric
non-linearσ model.

In the remainder of the chapter we will apply the supersymmetric scheme to
analyze the spectral properties of a hybrid superconductor/normal quantum dot
device. Later, in the subsequent chapter we will see how this scheme presents a
method to explore non-perturbative effects in the magnetic impurity system.

2.1. FUNCTIONAL METHOD

2.1.1. Generating functional
To compute the disorder averaged Green function, we will use Efetov’s super-
symmetry method [26, 27] tailored to the description of the superconducting sys-
tem [28, 29, 10]. The analysis (and notation) adopted here is based on apeda-
gogical exposition of the method by Bundschuh, Cassanello, Serban andZirn-
bauer [30]. Within the supersymmetric approach, the Gor’kov Green function is
obtained from the generating functional6

Z[j] =

∫
D[ψ̄, ψ] exp

[∫
dr
(
iψ̄(ĤGorkov − ǫ−)ψ + ψ̄j + j̄ψ

)]
,

where, as usual,ǫ− ≡ ǫ − i0 and, in the mean-field approximation,̂HGorkov

denotes the Gor’kov Hamiltonian (3). For the moment we ignore the spin structure
and retain only the Nambu space. Formally, the infinitesimal, which provides con-
vergence of the field integral, imposes the analytical structure of the Greenfunc-
tion. The functional integral is over supervector fieldsψ(r) andψ̄(r), whose com-
ponents are commuting and anticommuting (i.e. Grassmann) fields [26]. Introduc-
ing both commuting and anticommuting elements ensures the normalization of the
field integral,Z[0] = 1 — a trick clearly limited to the mean-field (single quasi-
particle) approximation. Thus, in addition to the (physical) particle-hole (ph) or
Nambu structure, the fields are endowed with an auxiliary “boson-fermion”(bf)
structure. A generalization to averages over products of Green functions follows
straightforwardly by introducing further copies of the field space.

To capture all possible channels of quantum interference in the effective theory
is is necessary to further double the field space [27]. This “charge conjugation”
(or cc) space, is introduced by rearranging the quadratic form of the generating
functional as follows:

6 Historically the field-theoretic approach to disordered electron problems isdue to Wegner [31]
who used the replica formalism for the derivation of the nonlinear sigma model.
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2ψ̄(ĤGorkov − ǫ−)ψ

= ψ̄(ĤGorkov − ǫ−)ψ + ψT (ĤT
Gorkov − ǫ−)ψ̄T

= ψ̄(ĤGorkov − ǫ−)ψ + ψT (−σph
2 ĤGorkovσ

ph
2 − ǫ−)ψ̄T

= Ψ̄(ĤGorkov − ǫ−σ
cc
3 )Ψ

where

Ψ̄ =
1√
2

(
ψ̄ −ψTσph

2

)
, Ψ =

1√
2

(
ψ

σph
2 ψ̄T

)
.

Here the superscriptT denotes the supertransposition operation,7 andσcc
i rep-

resent Pauli matrices acting in the charge conjugation space. As a consequence,
the two supervector fields̄Ψ, andΨ are not independent but obey the symmetry
relations

Ψ = σph
2 γ Ψ̄T , Ψ̄ = −ΨT σph

2 γ−1, (20)

where

γ = 11ph ⊗
(
σcc

1

−iσcc
2

)

bf

(21)

To summarize, the generating functional for averages of products of Green func-
tions can be written as

Z[0] =

∫
D[Ψ̄,Ψ] exp

[
i

∫
dr Ψ̄(ĤGorkov − ǫ−σ

cc
3 )Ψ

]
.

For clarity, explicit reference to the structure of the source term has been sus-
pended. The latter can be restored when necessary.

7 In the following it will be important to note that the transformation rules for supervectors and
supermatrices differ from those of conventional vectors and matrices. In particular, if we define a
pair of supervectors

ψ =

(
S
χ

)
, ψ̄ =

(
S̄ χ̄

)

with commuting and anticommuting elementsS, S̄ andχ, χ̄ respectively, the supertransposition
operation is defined according to

ψT =
(
S −χ

)
, ψ̄T =

(
S̄
χ̄

)
.

Similarly, under a supertransposition, a supermatrix transforms as

F =

(
S1 χ1

χ2 S2

)
, FT =

(
S1 −χ2

χ1 S2

)
, i. e. F 6= (FT )T .
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2.1.2. Impurity averaging
To develop the low-energy theory of the disordered superconductor,the first step
in the program is to implement the impurity average. The result will be to trans-
form the free theory into an interacting theory. Separating the Gor’kov Hamil-
tonian into regular and stochastic parts asĤGorkov = Ĥ

(0)
Gorkov + W (r)σph

3 and
subjecting the generating function to an ensemble average over a Gaussianδ-
correlated impurity distribution (8),

P (W )DW =
e−πντ

∫
drW 2(r)DW

∫
DWe−πντ

∫
drW 2(r)

one obtains

〈Z[0]〉W =

∫
D[Ψ̄,Ψ] exp

[∫
dr
(
iΨ̄(Ĥ

(0)
Gorkov − ǫ−σ

cc
3 )Ψ

− 1

4πντ
(Ψ̄σph

3 Ψ)2
)]

.

In this form we can proceed in two ways: firstly, we could undertake a pertur-
bative expansion in the interaction. Indeed, an appropriate rearrangement of the
resulting series recovers the diagrammatic diffusion mode expansion. A second,
and more profitable route, is to seek an appropriate mean-field decompositionof
the interaction. Specifically, we are interested in identifying the diffusive modes
discussed in chapter 1,i.e. two-particle channels arising from multiple scattering
with momentum difference smaller than the inverse of the elastic mean free path,
ℓ = vF τ .

2.1.3. Slow mode decoupling
Isolating these modes is a standard, if technical, procedure [27] which is conve-
niently performed in Fourier space. Let us then focus on the quartic interaction
generated by the impurity average:

1

4πντ

∫
dr
(
Ψ̄(r)σph

3 Ψ(r)
)2
.

From this term, we want to isolate within it the collective modes involving small
momentum transfer,|q| < q0 ∼ 1/ℓ, which are to be decoupled by a Hubbard-
Stratonovich transformation — these represent the soft modes identified in sec-
tion 1.4. To achieve this, following Ref. [30], we present the interaction in the
Fourier representation, viz.

∫
dr
(
Ψ̄(r)σph

3 Ψ(r)
)2

=
∑

k1,k2,k3

Ψ̄(k1)σ
ph
3 Ψ(k2) Ψ̄(k3)σ

ph
3 Ψ(−k1 − k2 − k3).
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Now there are three independent ways of pairing two fast single-particlemomenta
to form a slow two-particle momentumq:

Ψ̄(k1) Ψ(k2) Ψ̄(k3) Ψ(−k1 − k2 − k3)

(a) k −k + q k′ −k′ − q

(b) k −k′ − q −k + q k′

(c) k k′ −k′ − q −k + q

Term (a) can be decoupled trivially, producing no more than energy shifts that can
be absorbed by a redefinition of the chemical potential. The other two terms can
be rearranged in the following way. For term (b) we have

∑

k,k′,q

Ψ̄(k)σph
3 Ψ(−k′ − q) Ψ̄(−k + q)σph

3 Ψ(k′)

=
∑

k,k′,q

Ψ̄(k)σph
3 Ψ(−k′ − q) ΨT (k′)σph

3 Ψ̄T (−k + q)

=
∑

k,k′,q

Ψ̄(k)σph
3 Ψ(−k′ − q)

(
−Ψ̄(k′)γ−1σph

2

)
σph

3

(
γσph

2 Ψ(−k + q)
)

=
∑

q

str

[(
∑

k′

Ψ(−k′ − q) ⊗ Ψ̄(k′)σph
3

)(
∑

k

Ψ(−k + q) ⊗ Ψ̄(k)σph
3

)]
.

Here we have introduced the supertrace operation which acts on a supermatrixM
according tostr M = tr Mbb − tr Mff . Moreover, we have made use of the
symmetry relations̄ΨT = γσph

2 Ψ, andΨT = −Ψ̄γ−1σph
2 , which follow from

Eq. (20). Finally, the term (c) is easily brought to the same form by using the
cyclic invariance of the supertrace. Therefore, to assimilate the soft degrees of
freedom, we may affect the replacement

1

4πντ

∫
dr
(
Ψ̄(r)σph

3 Ψ(r)
)2

≃ 2 × 1

4πντ

∑

|q|<q0

str [Γ(−q)Γ(q)] ,

where the factor of2 reflects the two channels of decoupling (b) and (c), andΓ is
given by a sum of dyadic products of the fieldsΨ andΨ̄

Γ(q) =
∑

k

Ψ(−k + q) ⊗ Ψ̄(k)σph
3 .

(Note that, if the summation overq was unrestricted, the Hubbard-Stratonovich
transformation would involve an overcounting by a factor of2.)

With this definition, we can now implement a Hubbard-Stratonovich decou-
pling with the introduction of8 × 8 supermatrix fields,Q,

exp

[
− 1

2πντ

∑

q

str (Γ(q)Γ(−q))

]
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=

∫
DQ exp

[
1

2τ

∑

q

str

(
πν

4
Q(q)Q(−q) −Q(q)Γ(−q)

)]
.

The symmetry properties ofQ reflect those of the dyadic productΓ(q). In partic-
ular, the symmetry relation

str
[
QΨ ⊗ Ψ̄σph

3

]
= str

[
σph

3 Ψ̄T ⊗ ΨTQT
]

= str
[
σph

3 (γ−1σph
2 Ψ) ⊗ (−Ψ̄γσph

2 )QT
]

= str
[
σph

2 γQTγ−1σph
3 σph

2 Ψ ⊗ Ψ̄
]

= str
[
σph

1 γQTγ−1σph
1 Ψ ⊗ Ψ̄σph

3

]
,

is accounted for by subjecting the supermatrixQ to the linear condition

Q = σph
1 γ QTγ−1σph

1 . (22)

Finally, integrating out the fieldsΨ, andΨ̄, and switching back to the coordinate
representation, we obtain〈Z[0]〉 =

∫
DQ exp [−S[Q]], where

S[Q] = −
∫
dr

[
πν

8τ
str Q2 − 1

2
str ln Ĝ−1

]
. (23)

Here

Ĝ−1 = ζ̂ + σph
3 ∆̂ − ǫ−σ

cc
3 ⊗ σph

3 +
i

2τ
Q (24)

represents the ‘supermatrix’ Green function with∆̂ = |∆|σph
1 e−iϕσ

ph
3 .

The domain of integration of the Hubbard-Stratonovich fieldQ is important.
It is fixed by the requirement of convergence (in the boson-boson block), and this
ultimately determines the structure of the saddle-point manifold of theσ-model.
Historically, the first careful analysis of this issue is due to Weidenmüller, Ver-
baarschot and Zirnbauer [32] for the normal case. Later, Zirnbauer [17] provided
a construction for each of the ten universality classes that emphasizes thealgebraic
aspects in ensuring convergence. In chapter 3 the integration manifold willbe vital
in our analysis of instanton saddle-points: we will specify the required contours
there and refer to the literature for the details.

The problem of computing the disorder averaged Green function (and, ifnec-
essary, its higher moments) has been reduced to considering an effective field the-
ory with the actionS[Q]. Further progress is possible only within a saddle-point
approximation.

2.1.4. Saddle-point approximation and theσ-model
The next step in deriving the low-energy theory is to explore the saddle-point
structure of the effective action (23), and to classify and incorporate fluctuations

simons.tex; 1/04/2002; 17:46; p.19



278 A. LAMACRAFT AND B. D. SIMONS

by means of a gradient expansion. This is most straightforwardly achieved by im-
plementing a two-step procedure devised in Ref. [10]. For in the dirty limit∆ ≪
1/τ , the scales set by the disorder and by the superconducting order parameter are
well separated, so that one can perform two minimizations in sequence.

The strategy adopted in Ref. [10] is as follows: at first, one neglects the order
parameter∆ and the deviation of the energy from the Fermi level,ǫ. By varying
the resulting effective action, one finds the corresponding saddle-point manifold
stabilized by the semi-classical parameterǫF τ ≫ 1. Then, fluctuations inside this
manifold are considered; they couple to the order parameter and to the energy
ǫ. The resulting low-energy effective action is varied once again inside thefirst
(high-energy) saddle-point manifold. We will find that the corresponding low-
energy saddle-point equation coincides with the Usadel equation (16) for the
average quasi-classical Gor’kov Green function in the dirty limit.

In the absence of the order parameter, a variation of the action functionalat
the Fermi energyS[Q] yields the saddle point equation:

Q(r) =
i

πν
G(r, r)

Taking the solutionQsp to be spatially homogeneous, and setting
∫
dp/(2π)d =∫

ν(ζ)dζ ≃ ν(0)
∫
dζ, the saddle-point equation can be recast as

Qsp =
i

π

∫
dζ

ζ − ǫ−σ
ph
3 ⊗ σph

3 + iQsp/2τ
, (25)

where the positive infinitesimal0+ allows a distinction to be drawn between the
physical and unphysical solutions. ForǫF τ ≫ 1 the integral (25) may be evaluated
in the pole approximation from which one obtains the diagonal matrix solution
Q = diag(q1, q2, ...), with qi = ±1. To choose the signs correctly, we note that the
expression on the right-hand side of the saddle-point equation relates to the Green
function of the disordered normal system evaluated in the self-consistentBorn
approximation. The disorder preserves the causal (i.e. retarded versus advanced)
character of the Green function, and therefore the sign ofqi must coincide with the
sign of the imaginary part of the energy. This singles out the particular solution

Qsp = σph
3 ⊗ σcc

3 .

As anticipated, however, this solution is not unique forǫ → 0. Dividing out
rotations that leaveσcc

3 ⊗ σph
3 invariant, the degeneracy of the manifold spanned

byQ = TQspT
−1 is specified by the coset spaceSU(2, 2|4)/SU(2|2)⊗SU(2|2).

The above form ofQsp means that the manifold may also be defined by the
non-linear conditionQ2 = 11.

Fluctuations transverse to this manifold are integrated out using the saddle-
point parameterνLd/τ ≫ 1. In the Gaussian approximation they do not couple
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to fluctuations on the saddle-point. Furthermore, the integration yields a factor of
unity by supersymmetry [27] (for a more complete discussion see, e.g., Ref.[30]).
With the saddle point approximation understood, it is straightforward to derive the
σ-model action from (23) by insertingQ(r) = T (r)QspT

−1(r) into the expres-
sion (23) forS[Q] and expanding in̂∆ andǫ, and up to second order in gradients
of Q(r), neglecting higher-order derivatives.

S[Q] = −πν
8

∫
dr str

[
D(∇Q)2 − 4i(∆̂ + ǫ−σ

cc
3 )σph

3 Q
]
, (26)

whereD = v2
F τ/d denotes the classical diffusion constant of the normal metal.

The effect of a vector potentialA is included by the replacement∇ → ∇̃ ≡
∇− ieA[σph

3 , ] [27].
Let us emphasize the approximations used in the derivation of (26). Besides

the quasi-classical (ǫF τ ≫ 1) and saddle-point (νLd/τ ≫ 1) parameters, one
requires that all energies left are small compared to1/τ , which allows us to trun-
cate the expansion. Thus the action applies to(Dq2, ǫ,∆) ≪ 1/τ , whereq is a
wavevector characterizing the scale of variation ofQ. This includes the usual dirty
limit. We stress again that the completeness of the description provided by the
action (26) within these approximations means that all physics at these energies
should be contained.

This completes the derivation of the intermediate energy scale action. How-
ever, even on the soft manifoldQ2(r) = 11, the majority of degrees of freedom are
rendered massive by the order parameter and energy. To explore the structure of
the low-energy action it is necessary to implement a further saddle-point analysis
of (26) taking into account the influence of the superconducting order parameter.

2.1.5. Low-energy saddle-point and soft modes
To identify the low-energy saddle-point it is necessary to seek the optimal energy
configuration of the supermatrix fieldQ for a non-vanishing order parameter∆̂
and, in principle, a non-vanishing magnetic vector potentialA. We therefore re-
quire S[Q] to be stationary with respect to variations ofQ(r) that preserve the
non-linear constraintQ2(r) = 11. Following Ref. [30], such variations can be
parametrized by transformations

δQ(r) = η [X(r), Q(r)] ,

whereX = −σph
1 γXTγ−1σph

1 so as to preserve the symmetry (22). Subjecting
the action to this variation, and linearizing inX, the stationarity conditionδS = 0
translates to the equation of motion

D∇̃
(
Q∇̃Q

)
+ i

[
Q, (ǫ−σ

cc
3 + ∆̂)σph

3

]
= 0. (27)
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AssociatingQ(r) with the average quasi-classical Gorkov Green functiong0(r),
the saddle-point equation is identified as the mean-field Usadel equation (16) de-
rived in section 1.5. In hindsight the coincidence should not be surprising. At each
stage of this calculation we have implemented approximations consistent with the
quasi-classical scheme. With this understanding, we will tend to refer to the above
as the Usadel equation.

Although the solution of this equation constrains many of the degrees of free-
dom to a single saddle-point, in the limitǫ = 0 several degrees of freedom remain
massless for any value of the order parameter∆̂. Specifically, the action functional
S[Q] is invariant under transformations

Q(r) 7→ TQ(r)T−1, if T = 11ph ⊗ t (28)

with t = γ(t−1)Tγ−1 constant in space. The latter condition means thatt runs
through an orthosymplectic Lie supergroupOSp(2|2). According to the classi-
fication scheme discussed in section 1.4, this defines the symmetry class CI. In
presence of a magnetic field, the space of massless fluctuations is further dimin-
ished to the coset manifoldOSp(2|2)/GL(1|1) characterizing the symmetry class
C. Not all of the classes are available to us in the present formulation. The classes
designated D and DI require the introduction of spin degrees of freedom.This will
be done in the next chapter, where we will encounter a realization of classD and
the associated novel phase coherent phenomena.

This completes the formal construction of the low-energy statistical field the-
ory of the weakly disordered superconductor. At the level of the mean-field of
saddle-point, an application of this theory reproduces the results of the quasi-
classical scheme. The role of fluctuations around the mean-field impacts most
strongly on situations where low-energy quasi-particles are allowed to exist, e.g.
quasi-particle states trapped around a vortex in the mixed phase [30], bulksuper-
conductors driven into a gapless phase by a parallel magnetic field or magnetic
impurities (see section 3), or hybrid superconductor/normal structures.To explore
the impact of these novel mechanisms of quantum interference, in the following
section we will explore the phenomenology of the magnetic impurity system.
However, before doing so, let us first explore the mean-field structureof the
action focusing on two simple examples: the bulks-wave superconductor (and the
restoration of the Anderson theorem), and the case of a quantum dot contacted to
a superconducting terminal. Indeed, the latter solution will be needed in section 3.

2.2. DISORDERED BULK SUPERCONDUCTOR

In the absence of a magnetic field, taking the order parameter to be spatially ho-
mogeneous and specifying the gaugeϕ = 0 (i.e. ∆̂ = σph

1 |∆|), the saddle-point
equation forQ can be solved straightforwardly. With the ansatz

Qsp = σcc
3 ⊗ σph

3 cosh θ̂ − iσph
2 sinh θ̂ (29)
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where the matrix̂θ is diagonal in the superspace with elementsθ̂ = diag(θb, θf),
the saddle-point or Usadel equation assumes the form

D∇2θ + 2
(
|∆| cosh θ̂ − ǫ− sinh θ̂

)
= 0 (30)

Taking θ̂ to be homogeneous withθb = θf , we obtain the BCS solutionθ =
θs (19).

Having obtained the quasi-classical Green’s function we can impose the self-
consistency condition∆ = −(λ/ν)〈ψ↓ψ↑〉 as usual. We obtain the gap equation

|∆| = iλπT
∑

ǫn

sinh θ|ǫ−=iǫn (31)

where the summation is taken over fermionic Matsubara frequenciesǫn=πT (2n+
1). Similarly, from the saddle-point solution, we obtain the quasi-particle DoS

ν(ǫ) =
1

π
tr Im Ĝ−(ǫ) = − 1

4π
tr Im Ĝσph

3 ⊗ σcc
3

=
νn

4
Re str

[
σbf

3 ⊗ σcc
3 ⊗ σph

3 Q
]

= 2νnRe cos θ(ǫ) ,

just as in the usual quasi-classical theory.
We finish this first example with an important technical comment. In the

present formalism the above result follows from a saddle-point approximation.
Yet normally any quantity calculated in this way is weighted by a factore−S[Qsp].
To complete the correspondence with the usual quasi-classical theory, we note that
the saddle-pointQsp should be chosen proportional to unity in the boson-fermion
space. Through the definition of the supertrace, this ensures thatS[Qsp] = 0.
In the same way, any fluctuation corrections to the saddle-point action vanish by
supersymmetry [27].8 Saddle-point configurations that are not ‘supersymmetric’
in this sense can be important and we will discuss such a case in the next chapter.

2.3. HYBRID SN-STRUCTURES

With the Usadel equation in hand, one can proceed (once the correct boundary
conditions are known) to find solutions in more complex geometries, that describe
hybrid superconductor-normal systems [10]. In chapter 3 we will needthe mean-
field result for a geometry that cannot in fact be described by the Usadel equation
as it stands. This is the case of a quantum dot contacted to a superconductor.

2.3.1. Quantum dot contacted to a superconductor
The case of a normal quantum dot coupled to superconducting lead through a
contact of arbitrary transparency (see Fig. 5) presents us with a dilemma.The

8 Of course, fluctuations are important in the calculation of non-supersymmetric source terms
used to extract physical quantities from the action.
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S N

Figure 5. Metallic quantum dot coupled to a superconducting lead.

lead hasN propagating modes. The quantum dot is a small metallic region with
D/L2 ≫ Nδ.9 The energy scale that determines the influence of the contact on
the properties of the dot is the inverse of the time taken for an electron in the dot
to feel the contact. This defines the generalized Thouless energy [33],and for the
quantum dot, this scale is set byNδ (modulo factors relating to the transparency
of the lead). In a large dot withD/L2 ≪ δ the diffusive motion of the electrons
would set this scale.

A naive expectation is that this problem should involve the solution of the
Usadel equation as before, with the right boundary conditions. The above consid-
erations show this not to be the case. WithD/L2 the largest energy scale in the
problem, gradients ofQ are frozen out of the action. One must explicitly include
the coupling to the leads from the outset, as the saddle point will be determined
by the competition between the energyǫ and this coupling (of orderNδ) in the
action.D/L2 will appear nowhere. Put simply, the gradient expansion is not the
true low-energy action in such a confined geometry.

Unfortunately, a fully microscopic derivation of the correct form of the zero-
dimensional (that is, containing no spatial gradients) action is laborious [27]. We
can get to the answer more directly by using the general principle that the zero-
dimensional limit of the action describes the appropriate random matrix model,
or equivalently, that the quantum dot system in the limitD/L2 ≫ δ may be
modeled by random matrix theory with matrices of sizeM → ∞, as described in
section 1.4. The random matrix model for the dot is simply a Gor’kov Hamiltonian
(3) with ∆ = 0 — the dot is normal — and̂H given by an appropriate random
Hamiltonian with mean level spacingδ from the orthogonal symmetry class. The
non-trivial element is the coupling to the leads. The standard approach [34] is to

9 This includes the case of a ballistic chaotic quantum dot, provided the ergodictime (the time
required for an electron to explore the available phase space) is much longer than the dwell time of
the electrons in the dot.
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write the lead-dot coupling as

ĤLD =
∑

j,α

∫
dk

2π
(Wαj(|α, p〉〈j, k, p| − |α, h〉〈j, k, h|) + h.c.) . (32)

In this expression|α, n〉 with n = p, h denotes a basis of the random matrix model
for the dot, and|j, k, n〉 is the obvious basis for thej = 1 . . . N propagating
modes of the lead. Though this coupling is formally the same as a tunneling
Hamiltonian it is capable of describing contacts of arbitrary transparency with
proper interpretation of the couplingsWαj . It is possible to show that the dot can
be described by the ‘effective Hamiltonian’,10

Ĥeff ≡ Ĥσph
3 − iπνWW †ĝbcs(ǫ) ,

wheregbcs is defined in Eq. (18). It is this structure that is needed in the derivation
of the zero-dimensionalσ-model. By expanding only inǫ in the ‘str ln’ form of
the action (23) one arrives at

S[Q] =
iπǫ−
2δ

str
[
σcc

3 ⊗ σph
3 Q

]
− 1

2

∑

j

str [ln(1 + αjQbcsQ)] , (33)

whereQbcs is used to denote the bulk BCS saddle-point found in the previous
section. In the above we have takenWW † to be theM × M diagonal matrix
diag{α1, . . . , αN , 0, . . . , 0}. (33) is the proper form of theσ-model for a quantum
dot with superconducting leads. It was first used by [35] in their investigation of
the class C spectral statistics of such a device. Since we are typically interested
in energies of the order of the level spacing, the order parameter may be taken
to infinity so thatQbcs = σph

1 . We will specialize at this stage to the case ofN
perfectly ballistic contacts, so that allαj = 1.

As before, to obtain a mean-field expression for the DoS it is necessary to
minimize the action with respect to variations inQ. Doing so, one obtains the
saddle-point equation

− iπǫ−
2δ

[Q, σcc
3 ⊗ σph

3 ] +
N

2
[Q, (1 +QbcsQ)−1Qbcs] = 0

Applying the ansatz that the saddle-point solution is contained within the diagonal
parameterization (29), the saddle-point equation takes the form

−πǫ−
δ

sinh θ̂ +
N

2

cosh θ̂

1 + i sinh θ̂
= 0. (34)

10 This has a well-defined meaning only within the context of a scattering approach [34]. For an
informal derivation, write down the BdG equations (2) for the whole system and eliminate states
from outside the dot.
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We can straightforwardly determine that there is a ‘minigap’Egap in the DoS by
settingcosh θsp to be imaginary. Thussinh θs ≡ −ib for realb and (34) gives

ǫ(b) =
Nδ

2π

1

b

√
b− 1

b+ 1
.

The extremum of this function gives the largest energy corresponding to areal
value ofb. This occurs atb = (1 +

√
5)/2 = 1 + γ, whereγ is the golden mean,

and yieldsEgap = (Nδ/2π)γ5/2 ≈ 0.048Nδ. With a bit more effort, one can
expand in the vicinity ofEgap to obtain

ν(ǫ) ≃
0 ǫ < Egap,

1
πLd

√
ǫ−Egap

∆3
g

ǫ < Egap,
(35)

where∆g ≈ 0.068N1/3δ.
Finally, we note that, in the opposite case ofαj small, one can expand the

logarithm inαj . In the first order the action is just the same as for a BCS supercon-
ductor with gap(δ/π)

∑
j αj . The formation of the minigap is a highly non-trivial

effect. Indeed, in Ref. [33], the integrity of the gap is proposed as a signature
of irregular or chaotic dynamics inside the dot. A dot with integrable dynamics
appears to possess only a ‘soft’ gap in the DoS, with the DoS going to zero at
zero energy. It is no surprise that ‘diffusive’ SN structures, where the gradient
action and Usadel equation are the appropriate description, also display aminigap.
For a modern theoretical review of minigap structures in superconductor/normal
compounds, see Ref. [36].

This completes our study of the mean-field spectral properties of the hybrid
superconducting/normal system. In principle, these results could have been re-
covered without resort to the field theoretic scheme. To address the importance
of mesoscopic fluctuations on the coherence properties of the superconducting
system, we now turn to a bulk system which exhibits low-energy quasi-particle
excitations. Here we will require the full machinery of the non-linearσ-model.

3. Superconductors with magnetic impurities: instantons and sub-gap
states

3.1. INTRODUCTION

In section 1.2 we discussed Anderson’s observation that the thermodynamic prop-
erties of ans-wave superconductor in the dirty limit are independent of the amount
of normal (non-magnetic) impurities added to the system. In the argument the
time-reversal symmetry of the single-particle Hamiltonian plays a prominent role:
pairing occurs between degenerate time-reversed eigenstates. When time-reversal
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symmetry is broken we expect pairing to be disrupted and superconductivity sup-
pressed. This can be achieved by applying a magnetic field or by adding mag-
netic impurities. The effect is described by the classic theory of Abrikosovand
Gor’kov [13] (AG), who considered the magnetic impurity case, though thede-
scription has a high degree of universality [37].

It is easy to see the importance of time-reversal symmetry from the Gor’kov
Hamiltonian

ĤGorkov =

(
Ĥ ∆σsp

2

∆∗σsp
2 −ĤT

0

)

ph

. (36)

This differs from Eq. (3) through the introduction of the spin space (with Pauli
matrices denotedσsp

i ). The Pauli matrixσsp
2 in the off-diagonal particle-hole

block reflects singlet pairing. We introduce scattering by normal and magnetic
impurities through the simple model

Ĥ =
p̂2

2m
− ǫF +W (r) + JS(r) · σsp . (37)

In addition to the weak potential impurity distributionW (r), the particles experi-
ence a quenched random magnetic impurity distributionJS(r) whereJ represents
the exchange coupling. The inclusion ofJS(r) evidently prevents the simple
diagonalization of (36) in terms of the single-particle eigen-energies as before.

AG solved the model defined by Eq. (36) together with the self-consistent
equation for the order parameter (4) in the self-consistent Born approximation.
Their results are expressed in terms of the spin-flip scattering rate1/τs through
the natural dimensionless parameter

ζ ≡ 1

τs|∆| . (38)

The relation between1/τs andJS(r) will be given shortly. In section 1.3 we
explained how a time-reversal symmetry breaking perturbation leads to the sup-
pression of superconductivity (in the present model1/τϕ = 2/τs). This certainly
has the flavour of a mesoscopic effect: it depends on the loss of phase rigidity in
the single-particle wavefunctions as the time-reversal symmetry is broken.11 It is,
however, of a ‘mean-field’ character. In this chapter we will see that a complete
description of the DoS within the model defined by Eq. (37) necessitates the
inclusion of non-perturbative effects as well as the novel channels ofquantum
phase coherence discussed in the introduction.

11 This notion of phase rigidity can be made precise. In Ref. [38] the ‘order parameter’ρ ≡
〈|
∫
drφ2

α|〉 is calculated for the crossover from the orthogonal (ρ = 1) to the unitary (ρ = 0)
symmetry classes.
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3.1.1. Density of states
We saw that AG’s formula (11) followed from general considerations and it is
indeed universal [37, 4]. Quantities such as the quasi-particle DoS aremore model
dependent. In the present model AG found that, remarkably, the suppression of
the gap in the DoS is more rapid than that of the superconducting order param-
eter (Fig. 6). They found a narrow ‘gapless’ superconducting phase in which the
quasi-particle energy gap is destroyed while the superconducting orderparameter
remains non-zero. This prediction was soon confirmed experimentally.
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0.0

0.5

1.0

/|∆
|

|∆
|/|

∆|

s2/τ  |∆|

E

G
ap

le
ss

 R
eg

io
n

ga
p

Figure 6. Variation of the energy gapEgap and the self-consistent order parameter|∆| as a
function of (normalized) scattering rate2/τs|∆̄|. |∆̄| is the order parameter at1/τs = 0.

This immediately presents two questions:

1. According to AG, the gap is maintained up to a critical concentration of
magnetic impurities (atT = 0, 91% of the critical concentration at which
superconductivity is destroyed). Yet, being unprotected by the Anderson the-
orem, it seems likely that the gap structure predicted by the mean-field theory
is untenable and must be subject to non-perturbative corrections. Whatis the
structure of the resulting ‘sub-gap’ states?

2. The gapless superconducting phase has quasi-particle states all the way down
to zero energy. These low energy states should be strongly affected bychan-
nels of quantum interference discussed in section 1.4. Where does the gap-
less system fit into this classification and what are the consequences for the
spectral and transport properties?

Once identified, the answer to the second question can be straightforwardly in-
ferred from existing studies of the relevant universality class. Here wewill be
more concerned with answering the first question.

Sub-gap states in the magnetic impurity system have been discussed before.
Strong magnetic impurities [39–41] evidently lie outside the Born approximation
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used by AG. In particular it was shown that, in the unitarity limit, a single magnetic
impurity leads to the local suppression of the order parameter and creates abound
sub-gap quasi-particle state [39]. For a finite impurity concentration, theseintra-
gap states broaden into a band [40] merging smoothly with the continuum bulk
states.

We will argue that there is a mesoscopic view of this problem which is more
universal. Sub-gap states are those which are anomalously lacking in phase rigid-
ity in the presence of a time-reversal symmetry breaking perturbation. This could
be either an extrinsic or intrinsic effect. By intrinsic we mean that this is simply
what happens to some proportion of states of this random Hamiltonian when we
switch on such a perturbation. Alternatively, one can conceive of an extrinsic
mechanism: The AG theory shows the gap to follow the relation

Egap(τs) = |∆|
(
1 − ζ2/3

)3/2
(39)

showing an onset of the gapless region atζ = 1 (note~ = 1 throughout). Even
for weak disorder, however, it is apparent that optimal fluctuations of the random
potential must generate sub-gap states in the interval0 < ζ < 1, thus provid-
ing non-perturbative corrections to the self-consistent Born approximation used
by AG. A fluctuation of the random potential which leads to an effective Born
scattering rate1/τ ′s in excess of1/τs over a range set by the superconducting
coherence length,

ξ =

(
D

|∆|

)1/2

, (40)

induces quasi-particle states down to energiesEgap(τ
′
s).

12 These sub-gap states
are localized, being bound to the region where the scattering rate is large, see
Fig. 7. We will return to this picture later.

The situation bears comparison with band tail states in semi-conductors. In
this instance, rare or optimal configurations of the random impurity potential gen-
erate bound states, known as Lifshitz tail states [43], which extend below the band
edge. The correspondence is, however, somewhat superficial: band tail states in
semi-conductors are typically associated with smoothly varying, nodeless wave-
functions. By contrast, the tail states below the superconducting gap involve the
superposition of states around the Fermi level. As such, one expects these states to
be rapidly oscillating on the scale of the Fermi wavelengthλF , but modulated by
an envelope which is localized on the scale of the coherence lengthξ. This differ-
ence is not incidental. Firstly, unlike the semi-conductor, one expects the energy
dependence of the density of states in the tail region below the mean-field gap
edge to be ‘universal’, independent of the nature of the weak impurity distribution

12 Similar arguments have been made by Balatsky and Trugman [42].
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Figure 7. Mechanism of extrinsic sub-gap state formation.

but dependent only on the pair-breaking parameterζ. Secondly, as we will see,
one can not expect a straightforward extension of existing theories [43, 44] of the
Lifshitz tails to describe the profile of tail states in the superconductor.

3.1.2. Outline
In this chapter, following Refs. [45], we will first show how to extend the sta-
tistical field theory described in chapter 2 to incorporate scattering by magnetic
impurities. As anticipated in the previous chapter, a saddle-point approximation
recovers the mean-field theory of AG. We discuss the soft-modes of the action that
exist in the gapless phase and determine the consequences of these new channels
of interference. In section 3.4, with the field theory in hand, we turn to problem
of the sub-gap states. We find that these are described by instantons of the field
theory; we identify the profile of the instanton with the envelope modulating the
quasi-classical sub-gap states. A careful analysis allows us to evaluatethe sub-
gap density of states with exponential accuracy. In section 3.5 we examine the
zero dimensional limit and prove a recent universality conjecture [46]. We next
discuss the universality of thed > 0 problem in the context of other realizations
of gapless superconductivity.

3.2. FIELD THEORY OF THE MAGNETIC IMPURITY PROBLEM

Incorporating the additional structure of (36) into the field theoretic description
obtained in the previous chapter is straightforward. As before one startsfrom the
generating functional

Z[J ] =

∫
D(ψ̄, ψ)e

∫
dr (iψ̄(ĤGorkov−ǫ−)ψ+ψ̄J+J̄ψ), (41)
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whereǫ− ≡ ǫ − i0 and the supervector fields have the internal structureψ̄ =(
ψ̄↑ ψ̄↓ ψ↑ ψ↓

)
, ψT =

(
ψ↑ ψ↓ ψ̄↑ ψ̄↓

)
. As in chapter 2 we will only be concerned

with the average of a single Green’s function.

3.2.1. σ-model action
For clarity it is desirable to remove theσsp

2 from the off-diagonal terms in Eq. (36).
To do this, we perform the rotationψ 7→ ψ′ = Uψ, ψ̄ 7→ ψ̄′ = ψ̄U † with

U =

(
1 0
0 iσsp

2

)

ph

,

after which the Gor’kov Hamiltonian takes the form

ĤGorkov =

(
p̂2

2m
+W (r) − ǫF

)
⊗ σph

3 + JS(r) · σsp + |∆|σph
2 .

Since, in the following, the global phase can be chosen arbitrarily, the order pa-
rameter can be chosen to be real. The unusual phase coherence properties of the
superconducting system rely on the particle/hole or charge conjugation symmetry

ĤGorkov = −σph
2 ⊗ σsp

2 Ĥ
T
Gorkovσ

sp
2 ⊗ σph

2 . (42)

As before, one can include all channels of interference by further doubling the
field space as in chapter 2. Rather than present all the intermediate steps, we give
only the symmetry relation onQ, the Hubbard-Stratonovich field introduced to
decouple the average overW . In this case

Q = σph
1 ⊗ σsp

2 γQ
Tγ−1σph

1 ⊗ σsp
2 , (43)

where now, in contrast to Eq. 21, we have defined

γ = 11ph ⊗
(
iσcc

2

σcc
1

)

bf

.

We will see presently that, when there are quasi-particle states at low energy in
the present system, their localization properties are radically different to those of
systems in the previous chapter. It is through this newγ that the distinction enters
the present formalism.

Turning to the magnetic impurity scattering due to theJS(r) · σsp term, we
use the Gaussian model specified by zero mean and variance

〈
JSα(r)JSβ(r

′)
〉
S =

1

6πντs
δd(r − r′)δαβ , (44)
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where1/τs is the spin flip scattering rate introduced earlier.13 Averaging yields
the term in theΨ field action
〈

exp

[
i

∫
drΨJS(r) · σspΨ̄

]〉

JS
= exp

[
− 1

12πντs

∫
dr(Ψ̄σspΨ)2

]
. (45)

The interaction generated by the magnetic impurity averaging can be treated [27]
by performing all possible pairings and making use of the saddle-point approxi-
mationQ(r) = 2〈Ψ(r) ⊗ Ψ̄(r)σph

3 〉Ψ/πν. This leads to the replacement

1

12πντs

∫
dr
(
Ψ̄σspΨ

)2 7→ πν

24τs

∫
dr str

(
Qσph

3 ⊗ σsp
)2
.

Such an approximation, which neglects pairings at non-coincident points isal-
lowed by the strong inequality(ℓ/ξ)d ≪ 1. In addition we discard the contraction
〈Ψ̄σspΨ〉Ψ. The term generated by this procedure could in any case be decoupled
by a slow bosonic fieldS(r) which would immediately be set to zero for the
singlet saddle-points that will be the basis of this section.

Gaussian in the fieldsΨ andΨ̄, the functional integration can be performed
explicitly after which one obtains〈Z[0]〉V,S =

∫
DQ exp(−S[Q]) where

S[Q] = −
∫
dr

[
πν

8τ
str Q2 − 1

2
str ln

(
σph

3 (Ĥ0 − ǫ−σ
cc
3 ) +

i

2τ
Q

)

− πν

24τs
str (Qσph

3 ⊗ σsp)2
]
.

From this point, theσ-model follows precisely as before

S[Q] = −πν
8

∫
dr str

[
D(∇Q)2 − 4i

(
ǫ−σ

cc
3 + |∆|σph

2

)
σph

3 Q

− 1

3τs

(
Qσph

3 ⊗ σsp
)2
]
. (46)

The saddle point manifold is given byQ = TQspT
−1, withQsp = σph

3 ⊗ σcc
3

andT chosen to be consistent with (43). The quasi-particle DoS is obtained from
the functional integral

〈ν(ǫ, r)〉V,S =
ν

4
Re

〈
str
(
σbf

3 ⊗ σph
3 ⊗ σcc

3 Q(r)
)〉

Q
. (47)

The numerical factor leads to a DoS of4ν for the system as|ǫ| → ∞. This is
because both the particle-hole structure of the original Bogoliubov Hamiltonian

13 Following AG, we take the quenched distribution of magnetic impurities to be ‘classical’ and
non-interacting throughout — indeed, otherwise our method would not apply in its present for-
mulation. For practical purposes, this entails the consideration of structures where both the Kondo
temperature [47] and, more significantly, the RKKY induced spin glass temperature [48] are smaller
than the relevant energy scales of the superconductor.
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and the spin each cause a doubling of the DoS. With the appropriate extension of
theσ-model in hand, we should now check that the mean-field description of AG
is recovered at the saddle-point level, as anticipated.

3.2.2. AG Mean-Field Theory
Variation of theσ-model action with respect to fluctuations ofQ obtains the
Usadel equation

D∇ (Q∇Q) + i
[
Q, ǫ−σ

cc
3 ⊗ σph

3 + i|∆|σph
1

]

+
1

6τs

[
Q, σph

3 ⊗ σspQσph
3 ⊗ σsp

]
= 0. (48)

With the ansatz

Qsp =
[
σcc

3 ⊗ σph
3 cosh θ̂ + iσph

1 sinh θ̂
]
⊗ 11sp, (49)

where the elementŝθ = diag(θ1, iθ)bf are diagonal in the superspace, the saddle-
point equation decouples into boson-boson and fermion-fermion sectors, and takes
the form

∇2
r/ξ θ̂ + 2i

(
cosh θ̂ − ǫ

|∆| sinh θ̂

)
− ζ sinh(2θ̂) = 0 . (50)

As explained in section 2.2 we takêθ = θ111bf and spatially constant to recover
the results of the usual Usadel theory [24] for this problem. Together withthe
self-consistency equation (31) we have14

0 = ǫ sinh θ1 − |∆| cosh θ1 −
i

τs
sinh(2θ1),

|∆| = −iπλ
∫
dǫ sinh θ1(ǫ). (51)

The saddle-point equations (51) can be solved self-consistently following the
procedure outlined, for example, in Ref. [37]. Settingǫ = ǫ̃− (1/2τs) cosh θ1 and
|∆| = |∆̃|+(1/2τs) sinh θ1, the saddle-point equation for each energyǫ takes the
form ǫ̃ sinh θ1 = |∆̃| cosh θ1 = 0. Settingυ̃ ≡ ǫ̃/|∆̃| and recalling the definition
ζ = 1/τs|∆|, one obtains

υ ≡ ǫ

|∆| = υ̃

(
1 − ζ

1√
1 − υ̃2

)
.

To reiterate, the latter equation should be regarded as a self-consistent solution
for υ̃ from which one can obtainθ = arcsin(1/

√
1 − υ̃2). The corresponding

14 Here we work at zero temperature.

simons.tex; 1/04/2002; 17:46; p.33



292 A. LAMACRAFT AND B. D. SIMONS

self-consistent equation for the gap parameter then takes the form

|∆| = −πλ
∫
dǫ

1√
1 − υ̃2

.

Although there is no simple closed analytic expression for the solution of the
mean-field equation, much is known about its form. In particular, the system
exhibits a transition atζ = 1 from a gapped to a gapless phase. In the gapped

phase, i.e. forζ < 1, the gap edge is fixed by the solutionυ̃gap =
(
1 − ζ2/3

)1/2
,

from which one obtainsEgap = ∆
(
1 − ζ2/3

)3/2
. A numerical solution for the

AG DoS for various values of the dimensionless parameterζ is shown in Fig. 8.
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Figure 8. Average DoS as obtained from the Abrikosov-Gor’kov mean-field theory for ζ = 0,
0.1, 0.5, 1, 1.3 and∞. Note that forζ > 1, the system enters the gapless phase with the DoS at
ǫ = 0 non-vanishing.

Turning to the self-consistent equation, atT = 0, the gap equation can be
written in the form,

1 = −λ
∫ ωD

0

dǫ

|∆|
1

(1 + υ̃2)1/2

Changing the integration variable fromǫ to υ̃, the gap equation assumes the form,

1 = −λ
∫ ωD/∆

υ̃l

dυ̃

[
1 − ζ

1

(1 + υ̃2)3/2

]
1

(1 + υ̃2)1/2

where the lower limit is defined by

υ̃l =
0 ζ ≤ 1,

(ζ2 − 1)1/2 ζ > 1.
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The integration can be performed analytically and obtains the solution,

ln

(
∆

∆̄

)
=

−π
4 ζ ζ ≤ 1

−arccoshζ − 1
2

(
ζ arcsin(1/ζ) − (1 − 1/ζ2)1/2

)
ζ > 1

where∆̄ is the order parameter forζ = 0. For smallζ, ∆ decreases linearly,

∆ − ∆̄ = − π

4τs
.

The onset of the gapless region occurs whenζ = 1. At this point,∆ = ∆̄e−π/4,
from which one obtains1/τs = ∆̄e−π/4. Using the fact that superconductiv-
ity completely disappears when1/τs = ∆̄/2, one finds that the gapless region
arises at 91% of the critical impurity concentration [13]. The variation of theself-
consistent order parameter and quasi-particle energy with2/τs|∆̄| is shown in
shown in Fig. 6.

3.3. PHASE COHERENCE EFFECTS IN THE GAPLESS PHASE

Having determined the homogeneous solution of the mean-field equation we now
turn attention to influence of fluctuations. As in the time-reversal invariant bulk
s-wave superconductor, in the gapped region of the phase diagram, fluctuations
are rendered massive by the energyǫ. Here the fluctuations serve only to pro-
vide a small renormalization of the mean-field DoS above the gap. However, in
the gapless phase, quasi-particle states persist to zero energy. In this limit,some
fluctuations become soft.

More precisely, in the limitǫ → 0, the mean-field solution (49) to the saddle-
point equation (48) is not unique: here the saddle-point equation admits anentire
manifold of homogeneous solutions parameterized by the transformationsQ =
TQspT

−1 whereT = 11ph ⊗ 11sp ⊗ t and t = γ(t−1)Tγ−1: soft fluctuations
of the fields, which are controlled by a non-linearσ-model defined on the group
manifoldT ∈ OSp(2|2)/GL(1|1). This corresponds to symmetry class D in the
Altland-Zirnbauer classification scheme discussed in section 1.4. This is no sur-
prise as this class corresponds to Gor’kov Hamiltonians with broken time-reversal
and spin rotation symmetry. The massless fluctuations control the low-energy,
long-range properties of the gapless system giving rise to unusual localization
and spectral properties.

Taking into account slow spatial fluctuations of the fields

Q(r) = T (r)QspT
−1(r) = (sinh θ1σ

ph
1 + cosh θ1 σ

ph
3 Qs(r)) ⊗ 11sp,

whereQs(r) = T (r)σcc
3 T

−1(r), one obtains the soft mode non-linearσ-model
action

SQs = −πν
8

∫
dr str

[
Ds(∇Qs)2 − 4iǫsσ

cc
3 Qs

]
, (52)
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whereDs = D cos2 θ1 denotes the effective diffusion constant, andǫs = ǫ cosh θ1
represents the (potentially complex) energy source. The mean-field solution there-
fore brings about an energy dependent renormalization of the couplingconstants
in the non-linearσ-model action. We emphasize that, these constants aside, the
form of the soft-mode action (by which we mean the structure of the saddle-point
manifold) — and therefore low-energy behaviour — is entirely determined bythe
symmetry of the original random Hamiltonian. In the present case, theQ-matrix
relation (43) follows from the symmetry (42) of the Hamiltonian. This point of
view is most elegantly put by Zirnbauer [17]. Fortunately extensive analysis of
class D through the action (52) exists in the literature [49–52], and we can just
quote the results. These fall into two categories

Thermal transport:Since neither charge nor spin are conserved in the original
Hamiltonian, novel effects with be present only inthermal transport by quasi-
particles. A standard perturbative RG analysis of (52) yields for 2D the flow

dg(L)

d(lnL/ℓ)
=

1

π2
,

g now gives the thermal conductivity, and we see that transport is metallic. Indeed,
the differing behaviours of classes C and D can be attributed to the following
observation [50]. Friedan’s [53] general result on the one-loopβ-function of a
σ-model in 2D shows that the flow is determined by the curvature of the field
space. The differentγ matrices used in this chapter and the last indicate that
moving from class C to D involves switching the manifolds of the boson-boson
and fermion-fermion sectors, which reverses the curvature (in the appropriate
superspace generalization) and leads toanti-localizationin the class D case.

Spectral properties:One of the common features of the superconductor uni-
versality classes [16] is non-stationary behaviour of the DoS due to the distin-
guished position ofǫ = 0. The correction to the mean-field (AG in our case) DoS
can be calculated in perturbation theory for|ǫs| ≫ Ec = |Ds|/L2. In the 2D case
we have

ν(ǫ) = Re ν cosh θ1

(
1 +

1

πν

∫
d2q

(2π)2
1

Dsq2 − 2iǫs

)

= Re ν cosh θ1

(
1 +

1

8π2Ds cosh2 θ1
ln

(
1 +

(
Ds

2ǫsℓ2

)2
))

. (53)

For |ǫs| < Ec, the action is dominated by the zero spatial mode, which must be
integrated exactly. This is the universal limit, and the result should coincide with
the average DoS of a random matrix ensemble with the class D symmetry (see
section 1.4). The result is [16, 50]

ν(ǫ) = ν(Ec)

[
1 +

sin(2πǫ/δ)

2πǫ/δ

]
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whereδ = 1/ν(Ec)L
2 represents the average energy level spacing at energyEc.

This accounts for the RG scaling from the microscopic scale to the Thouless scale
Ec suggested by (53).

Thus, according to the class D field theory, the DoS obtained from the AG
mean-field should be modulated by a logarithmic divergence at low energies which
is cut on the scaleEc. BelowEc, the modulation should be universal correspond-
ing to the random matrix result. In particular, asǫ/δ → 0, the DoS should exhibit
a jump by a factor of two.

This completes the formal description of the bulk superconducting phase. The
solution of the AG mean-field equation provides an adequate description of the
bulk extended states. New channels of quantum interference are described by soft
modes in the gapless phase with dramatic consequences. This answers the second
of the two questions posed in the introduction. Now we move onto the first: the
sub-gap structure in the gapped phase.

3.4. INSTANTONS AND SUB-GAP STATES

Although the reduction and eventual destruction of the quasi-particle energy gap
predicted by the AG mean-field theory can be reasonably justified on purelyphys-
ical grounds, the integrity of the gap of the range0 < ζ < 1 is less credible.
Once time-reversal symmetry is broken and the protection of Anderson’s theorem
is lost, there remains no reason why a sharp gap should persist. Add to this the
observation that the spin scattering rate must be subject to spatial fluctuationsfrom
the average value1/τs, and one concludes that corrections to the DoS predicted by
the AG theory must lead to the appearance of sub-gap states analogous to “band
tails” in a disordered semiconductor [43, 44].

This analogy is of course not new [42, 54] nor, as far as practical calculation
in the present formulation is concerned, is it particularly deep. This is because all
averages have already been taken, so we can not look for an optimal fluctuation
of some potential, as in the classic approaches to the study of band tail states
in disordered semi-conductors [44]. However, these studies hint at how one can
proceed.

Band tail states in semi-conductors can be studied within the same functional
integral formulation. In particular, the generating function of the single-particle
Green function of a normal disordered conductor can be presented in the form of
a supersymmetric field integral

Z[0] =

∫
D(Ψ, Ψ̄) exp

[
i

∫
drΨ̄

(
ǫ+ − p̂2

2m
−W (r)

)
Ψ

]
,

where, once again, the random impurity distribution is drawn from a Gaussian
δ-correlated white-noise impurity potential. The optimal fluctuation method in-
volves minimizing the action with respect to fluctuations in the fieldsΨ and
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potentialW . This involves seeking inhomogeneous solutions of the non-linear
Schr̈odinger equation

(
ǫ− p̂2

2m
−W (r)

)
Ψ = 0,

where the corresponding optimal potential is determined self-consistently bythe
relationW (r) = −|Ψ(r)|2/2πντ . In the supersymmetric formulation, band tail
states are identified with ‘supersymmetry broken’ inhomogeneous solutions of the
saddle-point equation (see Cardy [55] and Affleck [56]). Indeed,the anticipated
exponential suppression of the DoS necessitates a breaking of supersymmetry to
support a finite action. Here the phrase “supersymmetry breaking” is potentially
misleading. We use it only to refer tofield configurations, ubiquitous in the prob-
lems under discussion here, that do not respect the parity between Boseand Fermi
degrees of freedom. However, any such configuration is just one member of a de-
generate manifold differing by supersymmetric transformations. The latter main-
tain the invariance of the generating functionalZ[0] under global supersymmetric
transformations.

What does this tell us about the identification of optimal fluctuations and
sub-gap states in the superconductor? Following the analysis above, onemight
guess that sub-gap states are associated with inhomogeneous configurations of
the Ψ field action. However, we anticipate that optimal solutions corresponding
to sub-gap states are localized on a length scale in excess of the superconducting
coherence length. In the dirty limit,ξ ≫ ℓ ≫ λF , this implies that the localized
sub-gap states are quasi-classical in nature. Their existence on the level of the Ψ
field action will be buried in the fastλF oscillations of the wavefunction. To reveal
the sub-gap states, we must first remove the fast short length scale fluctuations
of the quasi-classical Green function and look for an equation of motion for the
slowly varying envelope of the wavefunction. But this is just the program of the
usual quasi-classical scheme.

The term “sub-gap states” is a little misleading in this context. Band tails are
bound states of some rare potential that sit by themselves below the bulk of the
spectrum. Each rare configuration that make the gap soft in the present case will
give rise to many states beneath the AG gap. Thus the term “gap fluctuation”, used
in Ref. [46] to describe the zero dimensional SN system, may be more appropriate.

As well as being quasi-classical in nature, the existence of sub-gap states
is not affected by working in the dirty limit. As such, their existence must be
accommodated in the non-linearσ-model functional (46) since the validity of
this description relied only on the quasi-classical parameterǫF τ ≫ 1 and the
dirty limit assumption. To identify sub-gap states in the present formalism, we
should therefore investigate inhomogeneous solutions of the low-energy saddle-
point equation inQ— the Usadel equation [25]. Such a solution should be thought
of as defining an envelope for the quasi-classical sub-gap states.
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Therefore, let us revisit the mean-field equation and look for inhomogeneous
solutions at energiesǫ < Egap. To focus our discussion, let us begin by restricting
attention to the quasi one-dimensional geometry. To stay firmly within the diffu-
sive regime, we therefore impose the requirement that the system sizeL be much
smaller than the localization length of the normal systemLloc. ≃ νd2

⊥D, where
d⊥ is the wire diameter. Later, in section 3.4.3, we will generalize our discussion
to encompass systems of higher dimension. Furthermore, since, over the interval
0 < ζ < 1, the quasi-particle energy gap varies more rapidly than the supercon-
ducting order parameter, we will neglect self-consistency of the order parameter.
Taking self-consistency into account will not alter our qualitative findings, and
will only weakly affect the quantitative results.

3.4.1. Instantons in the Quasi One-dimensional Geometry
To investigate inhomogeneous solutions of the mean-field equation (50) it is con-
venient to recast the equation in terms of its first integral

(∂x/ξ θ̂)
2 + V (θ̂) = const, (54)

where

V (θ̂) = 4i

(
sinh θ̂ − ǫ

∆
cosh θ̂

)
− ζ cosh 2θ̂

denotes the complex potential. Let us denote byθAG the values ofθ1 and iθ
at the conventional saddle point, and focus on an energyǫ below the gap pre-
dicted by the AG theory. HereIm θAG = π/2 such that the mean-field DoS
νAG(ǫ) = 4νRe cosh θAG vanishes. The corresponding value ofRe θAG depends
sensitively on the energy, withRe θAG = 0 for ǫ = 0.

Considering the boson-boson sector only, if we require thatθ1(x → ±∞) =
θAG, what kind of inhomogeneous solution is possible? The values ofθ1 at which
∂xθ1 = 0 can be identified by considering the complex (dimensionless) potential
functionV (θ1) from which we can determine the endpoints of the ‘motion’ in the
complex plane, just as one would use a real potential normally. By inspectionone
may see that, on the lineIm θ1 = π/2, the potential is purely real. This is not the
only contour whereIm V = 0, but, by considering forces, it is not hard to see
that eitherIm θ1 = π/2 always during the motion, orθ1 follows a trajectory with
an endpoint atIm θ1 < 0. For reasons outlined below, we will discount this latter
possibility. The former case amounts to considering “bounce” trajectories inthe
real potentialV (iπ/2 + φ) = Vr(φ) where

Vr(φ) ≡ −4

(
coshφ− ǫ

|∆| sinhφ

)
+ ζ cosh 2φ. (55)

A typical potential is shown in Fig. 9.
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Figure 9. PotentialVr(φ) = V (iπ/2 + φ) for ǫ/|∆| = 0.1 andζ = 0.2. The AG saddle point
corresponds to the central maximum. The saddle point markedφ0d is used in the analysis of the
zero-dimensional problem (section 3.5).

Now integration over the angleŝθ is constrained to certain contours [27]. Is the
bounce solution accessible to both? As usual, the contour of integration over the
boson-boson fieldθ1 includes the entire real axis, while for the fermion-fermion
field, iθ runs along the imaginary axis from0 to iπ. With a smooth deformation
of the integration contours, the AG saddle-point is accessible to both the angles
θ̂ [10]. By contrast, the bounce solutionand the AG solution can be reached
simultaneously by a smooth deformation of the integration contouronly for the
boson-boson fieldθ1 (see Fig. 10). The bounce solution is therefore associated
with abreaking of supersymmetryat the level of the saddle point.

Thus we have identified an inhomogeneous saddle-point configuration for
which the supersymmetry is broken:θ1 executes a bounce whilstiθ remains at
the mean-field valueθAG. The symmetry broken solution then incurs the (finite)
real action

S = 4πνLW (D|∆|)1/2Sφ(ǫ/|∆|, ζ)

where, definingφ′ as the endpoint of the motion,

Sφ ≡
∫ φ′

φAG

dφ
√
Vr(φAG) − Vr(φ). (56)

Now, as mentioned above, there exists a second possibility for a bounce solu-
tion in which one moves away fromθAG parallel to the imaginary axes. Indeed,
such a solution would seem to be a natural candidate for the fermion-fermion
field iθ. However, since the endpoint for this trajectory lies atRe θ < 0 outside
the integration domain which runs from0 to π, this would seem to be excluded.
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Figure 10. Integration contours for boson-boson and fermion-fermion fields in the complexθ̂
plane. The bounce solution forǫ = 0 (labelled as ‘b’) is shown schematically.

As ǫ approachesEgap from below, the potential (55) becomes more shallow,
with the maximum merging with one of the minima when we reach the gap. Near
the edge, up to an irrelevant constant, an expansion of the potential in powers of
(φ− φAG) leads to the cubic form

Vr[φ] ≃ −α
(
Egap − ǫ

|∆|

)1/2

(φ− φAG)2 + β(φ− φAG)3 (57)

where the dimensionless coefficients are specified by

α = 6

√
2

3

(
Egap

|∆|

)1/6

, β = 2

(
ζEgap

|∆|

)1/3

. (58)

Note that, making use of Eq. (39), both of these coefficients depend solelyon
the dimensionless parameterζ. From this expansion, one can obtain an analytic
solution forSφ. To leading order in(Egap − ǫ)/|∆| one finds

Sφ =
4

15

α5/2

β2

(
Egap − ǫ

|∆|

)5/4

. (59)

Note that the action vanishes exactly at the gap. For completeness we give the
explicit form of the bounce solution

φ(x) − φAG =
α

β

1

cosh2(x/2r0)
,

where the extent of the instanton is set by

r0(ǫ) =
ξ

α1/2

(
|∆|

Egap − ǫ

)1/4

. (60)

Indeed the size of the instanton is easily understood from the quadratic “stiffness”
term in Eq. (57). Thus one finds that, while the overall scale is set by the super-
conducting coherence lengthξ, the size of the localized region diverges both as
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ǫ approachesEgap and, noting thatα ∼ (1 − ζ2/3)1/4, as one approaches the
gapless phaseζ → 1.

This completes the analysis of the saddle-point solution together with the cor-
responding action. However, as this level we are presented with two problems:

1. The contribution of a second saddle point would seem to spoil the normaliza-
tion condition〈Z[0]〉V,S = 1, which should be preserved within the saddle
point approximation;

2. Confined to the lineIm θ = π/2, when substituted into the DoS source (47),
the bounce configuration does not appear to generate states!

The resolution of both problems lies in the nature of the fluctuations around the
symmetry broken mean-field solution. These field fluctuations can be separated
into “radial” and “angular” contributions. The former involve fluctuations of the
diagonal elementŝθ, while the latter describe rotations including those Grassmann
transformations which mix the bf sector. Both classes of fluctuations play a crucial
role.

3.4.2. Fluctuations
Let us outline qualitatively the influence of the fluctuations around the mean-field.
As usual, associated with radial fluctuations around the bounce, there exists a zero
mode (due to translational invariance of the solution), and a negative energy mode.
The latter, which necessitates aπ/2 rotation of the corresponding integration
contour to follow the line of steepest descent (c.f. Ref. [57]), has two effects:
firstly it ensures that the non-perturbative contributions to the local DoS are non-
vanishing, and secondly, that they are positive. Turning to the angular fluctuations,
the breaking of supersymmetry is accompanied by the appearance of a Grassmann
zero mode separated by a gap from higher excitations which restores the global
supersymmetry (c.f. spin symmetry breaking in a ferromagnet of finite extent).
The zero mode ensures that the symmetry broken inhomogeneous saddle-point
configurations respect the normalization condition〈Z[0]〉V,S = 1.

A careful analysis of the fluctuations to formally check all these features is
contained in Ref. [45]. The result is that, taking into account Gaussian fluctuations
and zero modes, one obtains the non-perturbative, one instanton contribution to
the sub-gap DoS:

〈ν(ǫ)〉V,S
4ν

∼ (−i|K|)
∫
dx i(sinhφ(x) − sinhφAG) |ϕ−

0 (x)|2
√
LSφ
ξ

× exp

[
−4πνLw

√
D|∆|Sφ

]
, (61)

where the factor
√
LSφ/ξ represents the Jacobian associated with the introduction

of the collective coordinate [57],−i|K| is the overall factor arising from the non-
zero modes, and the Grassmann zero mode wavefunctionϕ−

0 is normalized such
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that
∫
dx|ϕ−

0 |2 = 1. Eq. (61) is the main result of this section. Note the non-
perturbative nature of the result, both in the coupling constantg−1 of theσ-model,
and the (dimensionless) spin scattering rateζ.

3.4.3. Sub-gap States in Dimensions1 < d < 6
The calculation above was tailored to the consideration of the quasi one-dimens-
ional geometry. The generalization to higher dimensions follows straightforwardly.
In particular, it is necessary to seek inhomogeneous solutions of the saddle-point
equation (54) where the gradient operator must be interpreted as the higher di-
mensional generalization. Generally, this equation must be solved numerically.
However, for energiesǫ in the vicinity of the gapEgap, an analytic expression for
the energy scaling can be obtained ford < 6.15

Using the approximation toVr[φ] (57) valid when(Egap−ǫ)/|∆| ≪ 1, the ex-
ponential dependence of the sub-gap DoS can be deduced in higher dimension. In
this limit, dimensional analysis of the cubic equation of motion yields the scaling
form

φ(r) − φAG(ǫ) =
α

β
f(r/r0) ,

wherer0 is the characteristic length defined by Eq. (60). When substituted back
into the action, one finds that the DoS depends exponentially on the parameter
4πg(ξ/L)d−2Sφ

Sφ = ad ζ
−2/3(1 − ζ2/3)−(2+d)/8

(
Egap − ǫ

|∆|

)(6−d)/4

. (62)

Hereg = νDLd−2 denotes the bare dimensionless conductance of the normal sys-
tem, andad is a numerical constant (a1 = 8 4

√
24/5). In particular, the exponent

depends linearly on the energy separation from the gap in two dimensions.
Having completed this calculation, it is interesting to explore the connection

of the results presented above to related problems in the literature. The resulting
expression for the DoS (62) is non-perturbative in theσ-model coupling1/g,
which measures the strength of non-magnetic disorder. We note that other non-
perturbative results in disordered systems have been obtained by relatedinstanton
calculations. As well as the investigation of tail states in semi-conductors [55], a

15 The importance ofd = 6 is the following: the intuition from the quasi one-dimensional prob-
lem is that since the potentialVr becomes more shallow asǫ → E−

gap the action for the instanton
is well approximated by retaining only those terms due to the cubic potential (57). This is correct
in d < 6 because the instanton found using the truncated potential have an action that vanishes as
ǫ → E−

gap, and it is clear that the ‘remainder’ of the action evaluated on this instanton vanishes
even more rapidly. Ford > 6 this procedure fails and no truncation of the potential is possible.
Effectively the potential isVr ∼ ζ exp(2|φ|) and no instanton solutions exist. Thus ford > 6 the
mean-field gap is hard.
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supersymmetric field theory was developed by Affleck [56] (see also Refs. [58])
to investigate tail states in the lowest Landau level. There it was shown that tail
states correspond to instanton configurations of theΨ-field action(c.f. Ref. [55]).
It is also interesting to compare the present scheme with the study of ‘anomalously
localized states’ [59] (see also, Ref. [60]). There one finds that long-time current
relaxation in a disordered wire is also associated with instanton configurations of
theσ-model action. Finally, a Lifshitz argument has been applied on the level of
the Usadel equation in the study of gap fluctuations due to inhomogeneities of the
BCS interaction [64].

3.5. ZERO DIMENSIONAL PROBLEMS AND UNIVERSALITY

In the previous section we considered the instanton contribution to the sub-gap
DoS in the infinite system. For completeness let us now consider the zero dimen-
sional case that obtains whenr0, the size of the instanton, exceeds the system size
L, which will happen whenǫ approaches close enough toEgap from below in any
finite system. In this limit one can clearly not fit an instanton inside the system.
Leaving aside the practical relevance of this situation, theoretical motivationis
provided by a recent paper [54] that explored this regime using a random matrix
analysis.

However, before turning to the consideration of the zero-dimensional limit of
the present problem let us first try to draw some intuition from a system that turns
out to be closely related. In section 2.3.1 we discussed the properties of a normal
quantum dot contacted to a superconducting terminal (Fig. 5). There we saw that
near the gap edge the DoS of the dot takes the singular form

ν(ǫ > Egap) ≃
1

πLd

√
ǫ− Egap

∆3
g

, (63)

However, the location of the gap edge relies on a mean-field analysis of the cou-
pled system. In Ref.[46] Vavilovet al. have argued that optimal fluctuations of
the impurity potential give rise to gap fluctuations. The hypothesis introducedin
Ref. [46] is that the spectral statistics near a gap edge are universal. This allows
a random matrix theory analysis of gap fluctuations and leads to the following
expression for the sub-gap DoS,

ν(ǫ < Egap)

ν
∼ exp


−2

3

(
Egap − ǫ

∆g

)3/2

 . (64)

Now the AG mean-field solution for a superconducting quantum dot with mag-
netic impurities also predicts the existence of a square root edge (see Eq. (35)).
Then, when recast in the form of Eq. (63), it is pertinent to ask whetherthe expres-
sion for the sub-gap DoS coincides with Eq. (64) in the zero dimensional limit.
This is the situation addressed in Ref.[54].
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In the following we will show that the universal result (64) is explicitly re-
covered by the present theory. Moreover, in doing so, we will exposethe origin
of the universal structure reported in Ref. [46] and describe its implications for
universality of thed > 0 problem.

3.5.1. Superconducting dot with magnetic impurities
Let us therefore consider explicitly the action of a superconducting grainin the
presence of a weak magnetic impurity potential. Whenr0 ≫ L only the zero
spatial mode contributes significantly to the action (46). In this limit, the action
assumes the zero dimensional form

S[Q] =
iπ

2δ
str
[(
ǫ−σ

cc
3 + |∆|σph

2

)
σph

3 Q
]
+

π

24τsδ
str
(
Qσph

3 ⊗ σsp
)2
, (65)

where, as usual,δ denotes the single-particle level-spacing. As in the higher di-
mensional problem, a variation of the action with respect toQ obtains a mean-field
equation, now without spatial variation. Parameterizing the saddle-point equation
as in section 3.2.2, we obtain the zero-dimensional Usadel or AG mean-field
equation (50)

2i

(
cosh θ̂ − ǫ

|∆| sinh θ̂

)
− ζ sinh(2θ̂) = 0.

From this equation, we can identify the usual AG solution which in turn recovers
the AG phenomenology.

The inclusion of bounce configurations in the previous calculations was based
upon the observation that, although the contribution they make is exponentially
small, they are the least action configurations on the part of the contour that
gives a finite sub-gap DoS. In the zero-dimensional case we are spared having
to think about the problem in function space. The action is proportional to the
potential of Fig. 9. The correct contour thus passes through the maximum of the
potential (minimum of the action) corresponding to the usual AG saddle point,
and turns away from the realφ axes (i.e. the lineIm θ1 = π/2) at the minimum
of the potential (marked in Fig. 9 asφ0d). This part of the contour, parallel to the
imaginary axes, gives a contribution to the DoS, and the second saddle point is
in fact amaximumon this portion by analyticity. Following the same arguments
as in section 3.4.1, this solution is inaccessible to the fermionic contour. Thus we
find that the sub-gap DoS in the zero dimensional case is given by

ν(ǫ < Egap)

ν
∼ exp

[
−π |∆|

δ
(Vr(φAG) − Vr(φ0d))

]
. (66)

As before analytic results may be obtained near the gap edge using the cubic
potential (57). We find

φ0d(ǫ) ∼ φAG(ǫ) +
2α

3β

√
Egap − ǫ

|∆| ,
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which leads to the sub-gap DoS nearEgap scaling as

ν(ǫ < Egap)

ν
∼ exp

[
−4π

27

|∆|
δ

α3

β2

(
Egap − ǫ

|∆|

)3/2
]
.

We note that the general result for the energy dependence of the exponent written
down in section 3.4.3 for dimensionsd ≥ 1 applies also ford = 0.

To establish contact with the universal result given in Eq. (63) it is helpful to
recast the result in a modified form. To do this we note that, in the vicinity of the
mean-field gap edge, the DoS can be expanded as [37]

νAG(ǫ > Egap)

4ν
≃
√

2

3
ζ−2/3(1 − ζ2/3)−1/4

(
ǫ− Egap

|∆|

)1/2

.

Then, if we define

∆−3/2
g ≡ 4π

δ

√
2

3|∆|ζ
−2/3(1 − ζ2/3)−1/4 ,

the mean-field DoS can be brought to the form of Eq. (63), and the sub-gap DoS
takes the universal form

ν(ǫ < Egap)

ν
∼ exp


−4

3

(
Egap − ǫ

∆g

)3/2

 . (67)

Taking into account the particular convention for the definition of the DoS16, the
sub-gap DoS obtained above coincides with the universal expression shown in
Eq. (64).

Away from the mean-field gap edge, we can in principle obtain an exact
expression for the exponential dependence of the sub-gap DoS by solving the
saddle-point equation forVr(φAG) andVr(φ0d) explicitly. However, such a pro-
gram can not be performed analytically. However, the asymptotic dependence
of the DoS tail far from the mean-field gap can be obtained by developing an
asymptotic expansion inζ. In doing so, we can establish contact with the results
of Ref. [54]. Takingζ ≪ 1 and keeping terms at orderζ−1 andζ0 in the potential
Vr one finds thatφAG coincides with the BCS solution at leading order andφ0d

moves to the larger value

φ0d(ǫ) ∼ ln

(
2
|∆| − ǫ

|∆|ζ

)
.

16 We note that the factor of2 discrepancy between the result here and that presented in Ref. [46]
can be straightforwardly accommodated into a redefinition of∆

−3/2
g , or, equivalently, a rescaling

of the mean-field DoS. For reasons outlined in the text, we believe that the convention adopted here
is the consistent one.
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EvaluatingVr(φAG) andVr(φ0d) and substituting in Eq. (66) gives the result

ν(ǫ < Egap)

ν
∼ exp

[
−2πτs

δ
(|∆| − ǫ)2 +

4π

δ
(|∆|2 − ǫ2)1/2

]
.

In particular, we note that the two terms in this expansion have the same functional
form as those obtained in Ref. [54], the coefficients differ. The reason for this
difference is unclear.

The rescaling of the DoS above and the appearance of the universal form
suggests that we should revisit thed-dimensional result and look for a similar
rescaling. From Eq. (62) it is straightforward to verify that in this case

ν(ǫ < Egap)

ν
∼ exp


−ãd

(
r0(ǫ)

L

)d(Egap − ǫ

∆g

)3/2

 ,

whereãd represents some numerical constant, andr0 is the characteristic length
defined by Eq. (60). Finally, by defining

∆̃−3/2
g (ǫ) ≡ δ

δ̃(ǫ)
∆−3/2
g ,

whereδ̃(ǫ) = 1/(νrd0(ǫ)) is the level spacing inside a region of sizer0, the volume
dependent prefactor can be absorbed into the expression and DoS can be brought
to the form

ν(ǫ < Egap)

ν
∼ exp


−ãd

(
Egap − ǫ

∆̃g

)3/2

 ,

revealing a simple relation between thed = 0 andd > 0 problems.

3.5.2. Universalities
The coincidence of Eqs. (64) and (67) indeed suggests that gap fluctuations are
universal. To understand why, let us consider the following: At first glance the
actions (65) and (33), used in section 2.3.1 to describe the quantum dot prob-
lem, would seem not to have much in common. However, a simple and general
argument may be established to reveal the universal character. As before, defin-
ing θmf(ǫ) = iπ/2 + φmf(ǫ), the mean-field DoS for the SN device is given
by νmf(ǫ) = 2ν Im sinhφmf(ǫ), whereφmf is determined by the condition
δS/δφ[φ = φmf ] = 0. Since the DoS displays a square root singularity described
by Eq. (63), the (saddle-point) action near the edge is constrained to be of the form

S[φ̂] = −k str

[
1

3
ŝ3 +

(
δ

2π

)2
(
ǫ+ − Egap

∆3
g

)
ŝ

]
,
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whereŝ(ǫ) = sinh φ̂(ǫ)− sinh φ̂mf(Egap). Here, the elementŝφ = diag(φbb, φff)
and ŝ = diag(sbb, sff) are diagonal in the superspace. (As one may check, a
variation of the action forǫ > Egap obtains the symmetric mean-field solution

sbb = sff = i
δ

2π

√
ǫ− Egap

∆3
g

which in turn recovers the expression (63) forν(ǫ).) Moreover, since the term
containingŝ is linear in the energy, we can determine the value ofk from the
knowledge thatǫ appears in the action as(2πǫ+/δ) sinh φ̂. (It is this term that
can more generally contain the Dyson index ‘β’, which therefore appears in the
general expression for gap fluctuations described in Ref. [46].) In the present case,
we thus havek = (2π∆g/δ)

3.
Now, as discussed in the previous section, whenǫ < Egap there exists two

saddle-point solutions at

s± = ± δ

2π

√
Egap − ǫ

∆3
g

.

As before, one of these solutions (s−(ǫ) ; φmf(ǫ)) is associated with the conven-
tional symmetric mean-field solution while the other represents a second saddle-
point accessible only to the bosonic contour. Taking this second, symmetry broken
saddle-point into account (i.e. settingsbb = s+ andsff = s−), one obtains the
saddle-point action

S[φ̂] =
4

3

(
Egap − ǫ

∆g

)3/2

.

It is this symmetry broken saddle-point which controls the sub-gap DoS andleads
to the universal scaling form proposed in Ref. [46]. This generalizesthe arguments
applied to the superconducting dot with magnetic impurities.

3.5.3. Discussion
Following on from this discussion, to conclude this section, let us make two re-
marks which bear on the universality of the general scheme. The first ofthese
remarks concerns the integrity of the scaling of the sub-gap DoS when different
impurity distributions are taken into account. The second remark concerns the
extension of the ideas above to the consideration of the hybrid SN system beyond
the zero-dimensional regime.

Firstly, for the superconductor with magnetic impurities, one can generalize
the arguments above to show that the energy scaling of the sub-gap DoS even in
thed-dimensional case is insensitive to the nature of the random impurity distri-
bution. This is in contrast to Lifshitz band tail states in semi-conductors where
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the energy scaling depends sensitively on this distribution. To understandthis, let
us suppose that the distribution of magnetic impuritiesJS(r) is not Gaussianδ-
correlated, as we assumed throughout, but obeys some arbitrary statisticsdefined
by a probability functionalP [JS(r)]. When the ensemble average overJS(r) is
performed one would obtain in theΨ-field action a contribution of the form

ln

〈
exp

[
−i
∫
dr Ψ̄JS · σspΨ

]〉

P
≡ C[Ψ̄σspΨ(r)] ,

which definesC[· · ·], the generating functional of connected correlators ofJS(r).
Though this is in general a very complicated and indeed non-local functional of
Ψ̄σΨ(r), one can in principle find alocal Q-field action by including pairings
only at coincident points, justified by the assumption(ℓ/ξ)d ≪ 1 about the non-
magnetic disorder. The mean-field description of this system then follows from the
homogeneous solution of the saddle-point equation, an Usadel equation like (50)
with some potential. Generally this potential will have the same characteristics
as the real potential of (55) plotted in Fig. 9 on the lineIm θ1 = π/2. The
central maximum is due to the|∆| term; the upturn at largeφ arises from the small
pair-breaking part, and the asymmetry comes from theǫ term. Now, if mean-field
theory leads to a square-root singularity in the DoS (a circumstance which can be
avoided only by a special tuning of parameters), one can expect that increasing
the energy leads to the maximum merging with one of the minima according to

Vr[φ] ≃ −α
(
Egap − ǫ

|∆|

)1/2

(φ− φmf)
2 + β(φ− φmf)

3

with α andβ chosen appropriately. Then the analysis of section 3.4 applies. In
particular the scaling of the exponent with((Egap − ǫ)/|∆|)(6−d)/4 is expected to
beuniversal and independent of the details of the magnetic impurity potential.

Now let us turn to the generality of the present scheme in describing ‘gap
fluctuations’ in extended hybrid superconductor/normal systems. The latter has
been discussed in a very recent paper by Ostrovskyet al. [61]. In this work,
the authors developed an instanton approach analogous to that employed inthe
magnetic impurity system here to estimate the profile of gap fluctuations in thed-
dimensional SNS system. Now from the discussion above, it is possible to expose
the relation between these two works: in the SNS system, the energy gap induced
in the normal region due to the proximity effect is determined by the Thouless
energy defined asET ∼ 1/τdwell, whereτdwell is the time required for electrons
in the normal region to feel the presence of the superconductor [33]. The Thouless
energy is determined byET ∼ min{D/L2,ΓNδ} whereΓ is the transparency of
the contact to the superconductor (Γ = 1 in the analysis of the zero-dimensional
system above).

In the diffusive limitD/L2 ≪ ΓNδ, at the mean-field level, the position
of the quasi-particle energy gap is found by solving the Usadel equation with
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the appropriate boundary conditions [62]. As a result one obtains a square root
singularity in the DoS. In this case the mean-field solution is itself inhomoge-
neous. The sub-gap correction is found by identifying a second inhomogeneous
instanton configuration that breaks supersymmetry at the level of the action[61].
Both solutions merge at the mean-field gap. Now, following the arguments above,
it is simple to see how the phenomenology of Ref. [61] fits into the same general
scheme: in this case the relevant coordinate ofQ interpolates between the inho-
mogeneous mean-field solution and the instanton. The result is a sub-gap DoS
which assumes the familiar form of Eq. (67), with appropriately defined geometry
dependent parametersEgap and∆g. Naturally the introduction ofd⊥ transverse
dimensions gives the expected energy dependence of(Egap − ǫ)(6−d⊥)/4 in the
exponent.

In the opposite limitD/L2 ≫ ΓNδ (not considered in Ref. [61]), gradients of
Q are heavily penalized and the coupling to the leadmustbe retained in its ‘log-
arithmic form’, withQ being taken as constant in the dot. (Indeed, the logarithm
is crucial to reproduce even the mean-field expression for the DoS (63)with the
correct coefficients.) This is the true zero-dimensional limit treated above.As we
have seen, with this action, one recovers the known universal expression for the
spectrum of gap fluctuations below the mean-field edge. Finally, it is interesting
to note that the parallel (at the mean field level) between the magnetic impurity
problem and proximity effect situations was noted a long time ago [37, 63].

So far we have uncovered a high degree of universality in our discussion of
sub-gap states. This parallels the well-appreciated fact that the AG theoryrecurs in
a great many pair-breaking scenarios (see the ‘equivalence theorems’ of Ref. [37]
and Ref. [64] for a more unusual context). In the next section we will discuss two
of the classical realizations of AG and ask whether the equivalence extends to
description of sub-gap states

3.6. SUB-GAP STATES IN OTHER REALIZATIONS OF THE AG THEORY

Evidently, time-reversal symmetry can be broken by an external perturbation in a
number of ways. Soon after the seminal work of AG it was understood [65, 66]
that the single quasi-particle Green’s function of a thin dirty film in a parallel field
is described by the AG theory. Thus the predictions for bothTc and the DoS are
the same as before. In fact, the DoS of the parallel field system is experimentally
better described by the AG theory than the magnetic impurity system. This has
been blamed on weaknesses of the model (37) in the magnetic impurity case [4].
We now analyze the parallel field system to address the universality of the sub-gap
structure.
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3.6.1. Thin Film Superconductor in an in-plane Magnetic Field
Consider a thin film of thicknessd⊥ in the x − y plane and in the limit where
d⊥ ≪ ξ, λL. HereλL is the London penetration depth. The effective action for
this system reads

S = −πν
8

∫
str
[
D(∇̃Q)2 − 4i(ǫσcc

3 + |∆|σph
2 )σph

3 Q
]
.

Recall∇̃ ≡ ∇−ieA[σph
3 , ] is the covariant derivative. To analyze the saddle-point

structure, note that in London gauge we haveAy = Hz, and this also implies that
Qsp is constant across the film. Since

1

d⊥

∫
dz A(z) = 0,

1

d⊥

∫
dz A2(z) =

1

12
(Hd⊥)2 ,

we see that the paramagnetic piece must vanish from the saddle-point equation
and we are left with

D∇(Q∇Q) + i
[
Q, ǫσph

3 ⊗ σcc
3 + i∆σph

1

]
+

1

2τH

[
Q, σph

3 Qσph
3

]
= 0 ,

where1/τH = D(Hd⊥)2/6, and we understand that the spatial derivatives are in
the plane. We note that this coincides with the Usadel equation (48) for the mag-
netic impurity problem, once the spin singlet ansatz is made there. Evidently the
results of the AG theory are carried over wholesale withτH for τs. Furthermore,
it is not difficult to see that the description of the sub-gap states is also identical,
with the instantons living in thex − y plane, where they are not disturbed by the
z-dependence ofA.

In the introduction to this chapter we referred to intrinsic and extrinsic pictures
of tail state formation. It is clear that there is no extrinsic picture for the present
situation like the ‘droplet’ view of the magnetic impurity system. Tail state forma-
tion is more likely due to a proportion of the spectrum being anomalously lacking
in phase rigidity.

Before moving on to an example where this universality is not repeated, it
should be noticed that the parallel field and magnetic impurity problems are not
equivalent as far as spin related physical quantities (like the spin susceptibility)
are concerned [37], for obvious reasons. In the same way, if we drive a thin film
into the gapless phase by applying a parallel field, it is clear on symmetry grounds
alone that the spectral and transport properties of the low-energy quasi-particles
are those of class C. This is in fact a thermal (and spin)insulator— see [35].
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3.6.2. Pair breaking by supercurrent
Up to now we have not needed to discuss the phase of the order parameter. To
describe the situation where a supercurrent flows we will need to take this into
account. Varying the action with respect toQ, an applying the Ansatz,

Qsp =
[
σcc

3 ⊗ σph
3 cosh θ̂ + i sinh θ̂(σph

1 cosφ− σph
2 sinφ)

]
⊗ 11sp ,

whereφ will coincide with the phase of the order parameter∆ = |∆|eiφ at a
saddle-point, the saddle-point equations obeyed byθ̂ andφ divide into two. With
A = 0,

∇2
r/ξ θ̂ + 2i

(
cosh θ̂ − ǫ

|∆| sinh θ̂

)
− D

2
(∇r/ξφ)2 sinh(2θ̂) = 0 ,

∇r/ξ(sinh θ̂∇r/ξφ) = 0 . (68)

The second equation describes the conservation of (spectral) current. Evidently
a constant phase gradient (that arises when we apply a phase difference across a
piece of uniform superconducting wire, say) acts as a pair-breaking perturbation
and the AG mean-field result holds as before withζ = D(∇φ)2/2|∆|.

Do localized tail states form in this situation? On the basis of the first equation
(68) we would be inclined to think so. But the current conservation law adds a
complication. This can be dealt with in 1D by substituting

∂xφ =
const

sinh2 θ̂
. (69)

It is straightforward to see that the resulting potential does not allow for the
existence of bounce solutions that we discussed before: there are no localized
sub-gap states! On reflection this makes sense: a localized state can not carry a
supercurrent, so there would be no pair-breaking effect.

Thus we see that the description of sub-gap states may not have quite the uni-
versality of the AG mean-field solution for the extended part of the spectrum.To
finish we mention one slightly unusual example where the tail state formationdoes
proceed in the same way. This is the case of gap fluctuations in superconductors
with a quenched inhomogeneous distribution of the BCS coupling constant [67],
where a mean-field description identical to AG was given in [64]
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